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## Motivation - Layered Orthogonal Edge Routing

■ it suffices to consider each pair of consecutive layers individually

- positions of vertices are fixed
$\square$ no two edges share a common end point (vertices have distinct ports)
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## Motivation - Layered Orthogonal Edge Routing

- distinguish between left-going and right-going edges
$\square$ only edges going in the same direction and overlapping partially in $x$-dimension can cross twice
$\Rightarrow$ induce a vertical order for the horizontal middle segments
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■ for each two overlapping intervals: undirected or arbitrarily directed edge
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Find a graph coloring $c: V \rightarrow \mathbb{N}$ such that: [Sotskov, Tanaev '76; Hansen, Kuplinsky, de Werra '97]

Interval graphs (no directed edges): $\star$ undirected edge $u v: c(u) \neq c(v)$, $\star$ directed edge $u v: \quad c(u)<c(v)$, $\star \max _{v \in V} c(v)$ is minimized.

- coloring in linear time by a greedy algorithm

Directional interval graphs:

## our contribution

$\square$ recognition in $O\left(n^{2}\right)$ time $\longleftarrow$ _ not in this talk

- coloring in $O(n \log n)$ time by a greedy algorithm

Mixed interval graphs: min. coloring
 3
coloring is NP-complete2

Directed graphs (only directed edges):

- coloring in linear time using topological sorting
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## Theorem 1:

A coloring c computed by GreedyColoring has the minimum number of colors.

## Proof sketch:

$\square$ Clearly, for each $S_{i} \backslash\left\{v_{i}\right\}$, all intervals contain $v_{i}$. (otherwise they would have a directed edge to $v_{i}$ )
coloring c

- Claim: for any two steps $S_{i}$ and $S_{\ell}$, every pair of intervals is adjacent in the transitive closure $G^{+}$.
$\Rightarrow S=\bigcup S_{i}$ is a clique in $G^{+}$
$\Rightarrow S$ alone requires $m$ colors in $G$

$$
G^{+}
$$

$$
-
$$
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Claim: Any two intervals $u \in S_{i}$ and $w \in S_{\ell}$ are adjacent in $G^{+}$.
Proof. W.l.o.g., $u \cap w=\varnothing$ and $i<\ell$.
Let $j$ be the largest index s.t. $v_{j} \cap u \neq \varnothing$.
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$$
\begin{gathered}
6 n+1 \text { colors } \\
(n:=\# \text { variables })
\end{gathered}
$$

$\Phi$ is satisfiable $\Leftrightarrow G_{\Phi}$ admits a coloring with $6 n$ colors
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