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Lecture 8:
Approximation Schemes and the Knapsack Problem
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An optimization problem is called weakly NP-hard if it is NP-hard under binary encoding but has a pseudo-polynomial algorithm.

Theorem. A strongly NP-hard problem has no pseudo-polynomial algorithm unless $\mathrm{P}=\mathrm{NP}$.
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If all $A[i, p]$ are known, then we can compute
OPT $=\max \{p \mid A[n, p] \leq B\}$.
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Approximation Algorithms
Lecture 8:
Approximation Schemes and the Knapsack Problem

Part V:<br>FPTAS for KnAPsACK
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Obs. 2. $\quad \operatorname{profit}\left(\mathcal{S}^{\prime}\right) \geq K \cdot \operatorname{profit}^{\prime}\left(\mathcal{S}^{\prime}\right) \geq K \cdot \sum_{i} \operatorname{profit}^{\prime}\left(o_{i}\right)$
$\Rightarrow \operatorname{profit}\left(S^{\prime}\right) \geq \mathrm{OPT}-\varepsilon P \geq \mathrm{OPT}-\varepsilon \mathrm{OPT}=(1-\varepsilon) \cdot \mathrm{OPT} \quad \square$
Theorem. KnapsackScaling is an FPTAS for Knapsack with running time $O(\ldots$,

## FPTAS for Knapsack via Scaling

KnapsackScaling ( $1, \varepsilon$ )
$K \leftarrow \varepsilon P / n$
/ / scaling factor
$\operatorname{profit}\left(a_{i}\right):=\left\lfloor\operatorname{profit}\left(a_{i}\right) / K\right\rfloor$
Compute optimal solution $S^{\prime}$ for I w.r.t. return $S^{\prime}$

Lemma. profit $\left(S^{\prime}\right) \geq(1-\varepsilon) \cdot$ OPT.
Proof. Let OPT $=\left\{0_{1}, \ldots, o_{k}\right\}$.
Obs. 1. For $i=1, \ldots, k$, profit $\left(o_{i}\right)-K \leq K \cdot \operatorname{profit}^{\prime}\left(o_{i}\right) \leq \operatorname{profit}\left(o_{i}\right)$

$$
\Rightarrow K \cdot \sum_{i} \operatorname{profit}^{\prime}\left(o_{i}\right) \geq \mathrm{OPT}-k K \geq \mathrm{OPT}-n K=\mathrm{OPT}-\varepsilon P
$$

Obs. 2. $\quad \operatorname{profit}\left(\mathcal{S}^{\prime}\right) \geq K \cdot \operatorname{profit}^{\prime}\left(\mathcal{S}^{\prime}\right) \geq K \cdot \sum_{i} \operatorname{profit}^{\prime}\left(o_{i}\right)$
$\Rightarrow \operatorname{profit}\left(S^{\prime}\right) \geq \mathrm{OPT}-\varepsilon P \geq \mathrm{OPT}-\varepsilon \mathrm{OPT}=(1-\varepsilon) \cdot \mathrm{OPT} \quad \square$
Theorem. KnapsackScaling is an FPTAS for Knapsack with running time $O\left(n^{3} / \varepsilon\right)$
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Theorem. Let $p$ be a polynomial and let $\Pi$ be an NP-hard minimization problem with integral objective function and $\operatorname{OPT}(I)<p\left(|I|_{\mathrm{u}}\right)$ for all instances $I$ of $\Pi$. If $\Pi$ has an FPTAS, then there is a pseudo-polynomial algorithm for $\Pi$.

## Proof.

Assuming there is an FPTAS for $\Pi$ (in $q(|I|, 1 / \varepsilon)$ time).
Set $\varepsilon=1 / p\left(|I|_{\mathrm{u}}\right)$.
$\Rightarrow \mathrm{ALG} \leq(1+\varepsilon) \mathrm{OPT}<\mathrm{OPT}+\varepsilon p\left(|I|_{\mathrm{u}}\right)=\mathrm{OPT}+1$.
$\Rightarrow \mathrm{ALG}=\mathrm{OPT}$.
Running time: $q\left(|I|, p\left(|I|_{\mathrm{u}}\right)\right)$, so $\operatorname{poly}\left(|I|_{\mathrm{u}}\right)$.

## FPTAS and Strong NP-Hardness

Theorem. A strongly NP-hard problem has no pseudo-polynomial algorithm unless $\mathrm{P}=\mathrm{NP}$.
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## FPTAS and Strong NP-Hardness

Theorem. A strongly NP-hard problem has no pseudo-polynomial algorithm unless $\mathrm{P}=\mathrm{NP}$.

Theorem. Let $p$ be a polynomial and let $\Pi$ be an NP-hard minimization problem with integral objective function and OPT $(I)<p\left(|I|_{\mathrm{u}}\right)$ for all instances $I$ of $\Pi$. If $\Pi$ has an FPTAS, then there is a pseudo-polynomial algorithm for $\Pi$.

Corollary. Let $\Pi$ be an NP-hard optimization problem that fulfils the restrictions above. If $\Pi$ is strongly NP-hard, then there is no FPTAS for $\Pi$ (unless P = NP).

