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MST of $G[T]$ with $\operatorname{cost} 2(n-1)$
Optimal solution with cost $n$
better?
The best-known approximation factor for SteinerTree is $\ln (4)+\varepsilon \approx 1.39$
[Byrka, Grandoni, Rothvoß \& Sanita '10]
SteinerTree cannot be approximated within factor $\frac{96}{95} \approx 1.0105$ (unless $\mathrm{P}=\mathrm{NP}$ )
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## Isolating Cuts

An isolating cut for a terminal $t_{i}$ is a set of edges separating $t_{i}$ from all other terminals.

Minimum cost isolating cut can be computed efficiently!


Add dummy terminal $s$ and find minimum cost $s-t_{i}$-cut.
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$$
\begin{aligned}
& \mathrm{ALG}=(k-1)(k-1) \\
& \mathrm{OPT}=\sum_{i=1}^{k-1} i=\frac{k \cdot(k-1)}{2} \\
& \mathrm{ALG} / \mathrm{OPT}=\frac{2 k-2}{k}=2-\frac{2}{k}
\end{aligned}
$$

better?
The best known approximation factor for
MultiwayCut is $1.2965-\frac{1}{k}$.
[Sharma \& Vondrák '14]
MultiwayCut cannot be approximated within factor $1.20016-O(1 / k)$ (unless $\mathrm{P}=\mathrm{NP}$ ).

