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3.1 HISTORICAL BACKGROUND

Historically, the developments in electron microscopy and 
sample preparation have been closely linked to the structure 
determination of viral nanoparticles. This is partly due to 
the high availability of some of these viral nanoparticles and 
to their high symmetry. Tobacco mosaic virus (TMV) was 

one of the earliest objects that have been imaged with the 
electron microscope (Kausche et al. 1939). However, sample 
preparation methods were still crude and relied on drying 
of the virus from a low-salt buffer. The drying conditions 
led to bending and distortions of the virus. Furthermore, 
the lack of contrast made it difficult to recognize features. 
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Nevertheless,  these very early electron micrographs were 
already sufficient to measure the length and the width of a 
typical TMV  particle. Later, more sophisticated techniques 
used coating of the surface of TMV with a thin layer of car-
bon under a shadowing angle (Matthews et  al. 1956). This 
gave much better contrast and also showed some details on 
the surface of the virus particle. However, the level of detail 
was still insufficient to measure the correct distance between 
repeating units or to identify the general building principles 
of TMV from its subunits.

At the same time, TMV was also popular in x-ray crystal-
lography for advancing x-ray fiber diffraction (Franklin and 
Holmes 1958), which resulted in the first density functions 
of TMV. From these density functions, a model of the orga-
nization of the subunit arrangement could be derived (Klug 
and Caspar 1960). Electron microscopy still lacked behind 
in suitable preparation methods and thus could not resolve 
these fine details.

Then, in the late 1950s, Brenner and Horne showed the 
potential of negative staining for the visualization of viruses 
(Brenner and Horne 1959). Negative staining was a fast and 
easy preparation method, which preserved the virus struc-
tures relatively well and gave a good contrast with lots of 
image detail. Micrographs of negatively stained TMV 
showed a high level of detail (Nixon and Woods 1960) that 
agreed well with the models derived from x-ray diffraction, 
which gave confidence in the preparation method.

Although a lot could be learned by just looking at these 
images, much more could be gained from averaging the 
information and identifying the characteristic, reoccurring 
structural features. Since computing was still in its infancy, 
optical methods had been devised, for optimally superpos-
ing different images and averaging them photographically 
(Markham et al. 1963, 1964). While the methods were quite 
powerful, finding the optimal superposition was still some-
what subjective and relied on recognizing the optimal fit.

To overcome this limitation, Klug et al. decided to make 
use of the repeating pattern of helical objects such as TMV, 
which gives rise to regular lines in a diffraction pattern. To 
observe this diffraction pattern from electron micrographs, 
they designed an optical device, which allowed generating 
a diffraction pattern from an electron micrograph in the 
back focal plane of an optical lens (Klug and Berger 1964). 
The diffraction pattern of the image could be reconstructed 
into an image by adding a second imaging lens (Klug and 
DeRosier 1966). The device did allow not only observing the 
diffraction pattern but also manipulating it in the back focal 
plane, for example, by masking, before reconstructing the 
image with the second lens. Masking was a very powerful 
tool for reducing the image information to the components, 
which were regularly packed in a helix and excluding other 
contributions, which were mainly added by the noise in the 
background. Thus, the filtered images were much clearer 
and could be interpreted with much greater confidence than 
the unfiltered noisy micrographs. Furthermore, differential 
masking of the diffraction pattern allowed separating the con-
tributions from the front side of a helical arrangement from 

the information from the backside. Although this was not yet 
a 3D image reconstruction, it gave much clearer insights into 
the 3D building pattern of a helical arrangement. The power 
of the method was initially demonstrated on TMV and the 
tail of the bacteriophage T4 (Klug and DeRosier 1966) and 
then used to elucidate how the structure of bacteriophage T4 
changes upon contraction (Krimm and Anderson 1967).

Shortly afterward, DeRosier and Klug (1968) formulated 
the general principles of image reconstruction in Fourier 
space and demonstrated its effectiveness on the tail of the 
bacteriophage T4, for which the helical symmetry of the tail 
enabled the calculation of a 3D map from a single image. 
The principle of image reconstruction in Fourier space was 
later worked out for single particles in general (Crowther 
et al. 1970b) and developed for the special case of icosahedral 
symmetry (Crowther 1971). The reconstruction method was 
applied to various virus structures such as tomato bushy stunt 
virus, human wart virus (Crowther et al. 1970a), and turnip 
yellow mosaic virus (Mellema and Amos 1972). The image 
reconstruction required that the orientation and the origin 
of a particle relative to the symmetry axes were known. For 
icosahedral particles, Crowther (1971) came up with a very 
elegant solution. He showed that in the Fourier transform of a 
projection, every symmetry axis in the 3D object gives rise to 
pairs of common lines in the Fourier transform along which 
the information is the same. The position of the lines changes 
with the orientation of the object relative to the symmetry 
axes. Searching for the 37 common lines within a transform 
of an icosahedral particle was a very elegant and reference-
free method for determining the orientation of the particle.

Helical and icosahedral reconstruction methods relied on 
the fact that the symmetry of the assemblies was well pre-
served and not distorted by the preparation methods. It soon 
became apparent that the distortions from perfect symmetry, 
which were introduced by the staining procedures, severely 
limited the resolution. This was mainly due to the flattening 
of the sample during drying and to the uneven staining. So, 
approaches were devised with which the assemblies could be 
maintained in an aqueous environment and could be imaged 
free of stain. First attempts in the early 1970s aimed at low-
ering the vacuum close to the object and saturating it with 
water vapor. This allowed imaging wet objects at room tem-
perature. Electron diffraction studies on thin catalase crys-
tals showed that this approach conserved structural details 
up to 2 Å resolution (Matricardi et al. 1972), which surpassed 
what could be achieved with stained and dried catalase crys-
tals by almost one order of magnitude. Obviously, retaining 
the water was essential for obtaining high-resolution struc-
tural information.

At about the same time, an alternative route for retaining 
the water inside the microscope was tested. This approach 
relied on freezing the sample and imaging it at liquid nitro-
gen temperature inside the electron microscope (Taylor and 
Glaeser 1973). At the low temperatures, the vapor pressure 
of the water dropped below the pressure of the vacuum and 
thus, evaporation of the sample was efficiently prevented. 
Freezing proved similarly effective to retain high-resolution 
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features in catalase crystals (Taylor and Glaeser 1974) as 
using a differential vacuum system in the column to stabilize 
a wet sample at room temperature. However, from an instru-
mentational point of view, cold samples were much easier to 
handle than a differential vacuum system.

The initial preparation method for unstained cold sam-
ples simply relied on freezing the sample in liquid nitro-
gen. Yet, the cooling rates in liquid nitrogen are relatively 
low and thus, water crystallizes as hexagonal ice. Soon, 
it became apparent that the growing ice crystals also had 
a damaging effect onto the biological specimens. So, it 
was important to keep the frozen water in a state, which 
was more like a liquid. In the 1980s, it was demonstrated 
that a vitrified state of water could be created by rapidly 
cooling water to low temperatures (Bruggeller and Mayer 
1980; Dubochet and McDowall 1981). Electron and x-ray 
diffraction patterns both showed diffuse diffraction rings 
of this form of water, similarly as expected for a liquid. 
Dubochet and coworkers were convinced that this amor-
phous form of water was the best way to preserve the 
structures of biological specimens for electron microscopy. 
They developed efficient ways for the preparation (Lepault 
and Dubochet 1986) of particles in vitrified suspension 
(Lepault et  al. 1983) and for sections of   vitrified, thicker 
objects (McDowall et al. 1983) such as bacteria (Dubochet 
et  al. 1983). Key to the method development was under-
standing which phase of water forms under which condi-
tion and how the different modifications of water change 
in the electron microscope (Dubochet and McDowall 1981; 
Dubochet et  al. 1988). Many of the investigated speci-
mens were viruses (Adrian et al. 1984; Vogel et al. 1986; 
Baschong et al. 1988; Dubochet et al. 1994). The level of 
detail and the structural preservation, which were achieved 
by vitrification, were stunning and unprecedented.

In the following years, many low-resolution virus struc-
tures were determined using the new preparation technique 
and the image reconstruction methods based on common lines 
and Fourier reconstruction developed earlier by Crowther. 
Initially, most of the structures were determined from very 
few particles (20–100). Nonetheless, making use of the high 
symmetry of the icosahedral particles gave structures in the 
range of 20–40 Å resolution. More importantly, the struc-
tures were undisturbed by stain or other preparation arti-
facts. Gradually, the number of particles in the reconstruction 
increased and reference-based approaches were incorporated 
into the determination of particle orientations. Later, methods 
were developed for correcting for the aberrations introduced 
by the contrast transfer of the electron microscope. By 1999, 
some 180 different reconstructions of icosahedrally arranged 
viral nanoparticles ranging from 25 to 140 nm in size were 
published (reviewed in Baker et al. 1999).

Many of the reconstructions showed capsids in different 
states and thus gave valuable structural insights into capsid 
maturation. In some cases, the resemblance of certain fea-
tures in the reconstructions to crystal structures of isolated 
subcomponents was intriguing. So finally the crystal struc-
tures of these components were fitted into the respective 

entities in the EM maps, giving the first pseudoatomic mod-
els (Wang et al. 1992; Olson et al. 1993; Stewart et al. 1993). 
Although it was not entirely clear at that time, whether this 
was scientifically justified, it is now a well-accepted and 
well-advanced technique to combine EM data with high- 
resolution structural models to build pseudoatomic models 
of larger complexes.

Virus particles also proved excellent objects for advancing 
the methods to obtain higher and higher resolution. The first 
obstacle was to overcome the limitations which were intro-
duced by the contrast transfer function (CTF) of the elec-
tron microscope (Figure 3.1, black). Without correcting for 
it, the position of the first zero in the CTF, which depends 
on the defocus, also sets the ultimate limit of the obtainable 
resolution. Since an underfocus of several micrometers was 
needed to introduce sufficient phase contrast for determin-
ing the orientation of the virus particles, finding a solution 
to the contrast transfer problem was essential for pushing 
the resolution limit. A correction algorithm was developed 
with turnip yellow mosaic virus as a test object (Böttcher and 
Crowther 1996). Together with a slight increase in the num-
ber of particles (180), this already increased the resolution to 
15 Å, which was a clear leap compared to what was achieved 
without correction for the CTF.

Another important technological advance for increasing 
the resolution was the availability of electron microscopes 
with a field emission gun. These electron sources were much 
brighter and had superior spatial and chromatic coherence. 
As a consequence, high-resolution information was trans-
ferred much stronger than in electron microscopes with a 
conventional thermionic source (Figure 3.1, red and blue).

In addition, faster computers and cheap, large computer 
storage made it possible to process thousands of particles 
instead of just a few hundred. So, toward the end of the twen-
tieth century, reconstructions of icosahedral capsids with 
resolutions below 1 nm were determined. These reconstruc-
tions resolved α-helices as rod-shaped features (Böttcher 
et al. 1997; Conway et al. 1997) and for the first time demon-
strated that secondary structural elements could be resolved 
from the reconstructions of single particles. At that point, the 
image-processing strategies, which led to the high-resolution 
structures, were specific to icosahedral symmetry. However, 
in principle an icosahedral particle is nothing else than a spe-
cial case of a multicopy object (single particle). So, single-
particle image-processing packages were further developed 
and now include all the necessary symmetry operations to 
obtain high-resolution structural information from multicopy 
objects of any symmetry.

In 2008, the 4 Å resolution barrier was surpassed on a 
rotavirus double-layer particle (Zhang et al. 2008). The 3.8 Å 
resolution map showed a similar level of detail as the crystal 
structure, which was published later (McClain et al. 2010). By 
now, single-particle image-processing methods (Grigorieff 
2007) were seriously competing with x-ray crystallography 
in structure determination. At the end of 2013, 16 structures 
(Yu et al. 2008, 2011, 2013; Zhang et al. 2008, 2010, 2012, 
2013a,b; Liu et al. 2010a; McClain et al. 2010; Wolf et al. 2010; 
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Chen et al. 2011a; Cheng et al. 2011; Settembre et al. 2011) 
of icosahedral nanoparticles with resolutions better than 
4 Å had been deposited in the electron microscopy data bank 
(EMDB, Henrick et al. 2003; Lawson et al. 2011).

Although computing power was greatly improved and 
more coherent electron sources were available, high- resolution 
work still used photographic film as primary detector. Out of 
the 16 maps of icosahedral nanoparticles that were recon-
structed to resolutions better than 4 Å, 15 relied on data from 

film as primary detector. Film has a much better transfer of 
fine details as the conventional CCD cameras (Figure 3.2) 
that require conversion of the incident electrons into a detect-
able light signal. In 2009, the first direct detectors for  electron 
microscopy became available (McMullan et  al. 2009a,b). 
It became quickly apparent that they had the potential to 
 outperform film for electrons at 300 kV accelerating voltage. 
Furthermore, the fast read-out rates of direct detectors allowed 
recording movies rather than single, high-dose images. 
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FIGURE 3.1 Contrast transfer function (CTF) for different types of microscopes and for different defocus values. The CTFs (black curves) 
are modulated by the envelope functions caused by spherical aberration (red curve) and by chromatic aberration (blue curve). (a and c) 
The CTF for an electron microscope with Schottky field emitter (energy spread 0.7 eV, opening half angle 0.04 mrad) operating at 300 kV 
and with cs = 2 mm and cc = 2mm. (b and d) The CTF for a conventional electron microscope with a thermionic electron source (energy 
spread 1.5 eV, opening half angle 0.25 mrad), and a Biotwin lens (cs = 6.3 mm and cc = 4 mm) operating at 100 kV. The CTF (black curve) 
oscillates between +1 and −1 in dependence of the spatial frequency and is dampened by the envelope functions. Different frequency bands 
are transferred with opposite contrast. In panel (b), the transfer bands with positive contrast transfer are highlighted in yellow and with 
negative transfer in green. The CTF oscillates faster at larger defocus. The envelope that is imposed by the spherical aberration (red curve) 
depends on the defocus. In contrast, the envelope that is caused by the chromatic aberration of the electron microscope is independent of 
the defocus (blue curve). Typically, the main limiting factor is the spherical aberration, while the chromatic aberration is only effective at 
higher spatial frequencies. Electron microscopes with a thermionic electron source and a large spherical aberration (e.g., Biotwin lens) do 
not transmit information at 1–2 μm defocus at spatial frequencies >1/7 Å−1, while this range is well transmitted in electron microscopes 
with a lower spherical aberration (e.g., twin lens or super twin lens) and a Schottky emitter. The diagrams were generated with the Excel 
sheet created by Stahlberg (2012).
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These  movies showed beam-induced movement of the par-
ticles  in the vitrified water (Brilot et al. 2012). The movement 
degraded the high-resolution image information in a conven-
tional high-dose image. However, in a movie, the independent 
movement of the particles could be corrected in the individual 
frames, and thus, the image quality could be greatly improved 
(Li et al. 2013). Now, it has been demonstrated that with the 
advent of the new detectors and electron microscopes with 
automated loading systems for the sample and fully or semi-
automated data collection, structures with resolutions better 
than 4 Å can be acquired within days. This provides a bright 
future for structure determination of icosahedral nanopar-
ticles and suggests that for these types of assemblies, x-ray 
crystallography will become largely obsolete.

The analysis of helical particles made a similar rapid 
progress over the past years. At the beginning of the 
twenty-first century, researchers made use of iterative 
helical real-space refinement (Egelman 2000; Sachse et al. 
2007). This enabled much more accurate determination of 
the orientation of small helical patches and thus correcting 
for small deviations from perfect helical symmetry in the 
whole helical assembly (e.g., bending of the helical tube). 
As a result, resolution in helical reconstructions improved 
fast either by using real-space refinement methods or 
alternatively by using standard crystallographic proce-
dures. At the end of 2013, there were five helical structures 
deposited in the electron microscopy database (acetyl-
choline receptor; Unwin 2005, bacterial L-type flagella; 
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FIGURE 3.2 Detectors in electron microscopes: (a) photographic film contains silver halide grains in a gelatin layer. The size of the grains 
(gray) is <1 µm and the thickness of the gelatin layer (yellow) is in the order of 25 µm. The incident electrons enter the sensitive layer and 
change the properties of the grains, which makes them convertible into silver in the subsequent developing process. One electron can change 
the properties of several grains (amplification of the signal). High-energy electrons are partly back scattered by the film carrier and reen-
ter the sensitive layer at a different position, which leads to an increase in unspecific background. (b) A direct detector consists of several 
layers. The upper layer contains the electronic read-out circuits and is some 2–4 µm thick. The read-out is located on top of the n-wells in 
the  epilayer (5–25 µm thick). The incident electron generates many hole–electron pairs in the epilayer (signal amplification). The electrons 
of these electron–hole pairs diffuse toward the n-wells where they change the read-out signal. The substrate layer (up to 500 µm thick) 
underneath the epilayer acts as a potential barrier, which cannot be entered by the electron–hole pairs. Nevertheless, the substrate layer can 
be entered by the incident electrons, which have a much higher energy. In the substrate layer, these electrons are partly back scattered and 
reenter the epilayer at a different position, producing more electron–hole pairs and adding to the background noise. The problem is reduced 
by back-thinning the substrate layer. The incident electron also passes through the read-out electronics, where it causes damage to the elec-
tronics. Therefore, direct detectors have the potential problem of a limited lifetime due to radiation damage. (c) In a conventional electronic 
detector, the incident electrons pass through a scintillator layer, where they excite emission of many photons across a relatively large area 
(amplification of the signal). The light signal is passed through fiber optics to the electronic detector, which can be either a CMOS or a CCD 
detector. Similar as in direct detectors, the photons generate electron–hole pairs that change the read-out signal of the pixels. The photons 
have much lower energy than the incident electrons in a direct detector. Therefore, a photon typically generates only one single electron–
hole pair. Since the electronics of the direct detector is not directly exposed to the high-energy incident electrons, damage to the read-out 
electronics is not a problem in conventional detectors.
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Maki-Yonekura et  al. 2010, and three of TMV; Sachse 
et  al. 2007; Clare and Orlova 2010; Ge and Zhou 2011) 
with resolutions better than 5 Å.

3.2 SAMPLE PREPARATION

High-resolution structure determination of viral nanopar-
ticles by electron microscopy requires a preparation method, 
which preserves the whole structure of the nanoparticle in an 
aqueous surrounding without any staining. The method of 
choice is vitrification of a particle suspension and has been 
introduced by Dubochet and coworkers in the 1980s (for 
review see Dubochet et al. 1988; Dubochet 2012).

Vitrified samples are typically prepared by applying a 
suspension of nanoparticles onto a sample carrier either 
directly as small droplets (spraying) or by forming a thin 
film by removal of most of the sample (e.g., by blotting with 
 filter paper). Afterward, the sample together with its carrier 
is plunged into a cryogen, which rapidly cools the sample 
below the vitrification temperature of approximately −137°C. 
High cooling rates (10−4 K/s) support the vitrification of the 
water, whereas slower cooling rates lead to the formation 
of hexagonal, crystalline ice. The vitrified state is unstable 
above temperatures of approximately −120°C (Mayer and 
Bruggeller 1983) but stable for at least 5 min at temperatures 
below −137°C (Dubochet et al. 1988). Irradiation with elec-
trons in the electron microscope can also induce devitrifica-
tion at lower temperatures above −150°C (Heide 1984). To 
preserve the vitrified state, samples are stored in liquid nitro-
gen and require permanent cooling during sample handling, 
sample transfer, and sample imaging.

The success of sample preparation depends on several fac-
tors, which include the sample carrier, the method of film 
formation (spraying vs. blotting), and the choice of cryogen. 
These factors will be discussed in the following.

3.2.1 Sample CarrierS

Standard electron microscopy holders accept round grids 
with a diameter of 3.05 mm, which are available in differ-
ent materials (e.g., Cu, Cu/Rh, Al, Ti, Au, Mo, Ni, Be). For 
biological applications, copper or copper/rhodium grids are 
most commonly used. The grids have a metal surface with 
either square, round, or hexagonal openings in defined dis-
tances. The pitch between openings is given by the mesh size, 
which is the number of openings per inch. A typical mesh 
size for the preparation of vitrified samples is 400 mesh, 
which corresponds to a pitch of 63.5 µm with a typical side 
length of the opening of 35–40 µm.

Normally, grids are coated with carbon support film 
(1–40 nm thick), which consists of amorphous carbon that has 
a high mechanical strength, is inert to most solvents used in 
biology, and is largely translucent for electrons. These proper-
ties make amorphous carbon film an ideal support for electron 
microscopy. In addition, amorphous carbon has some electri-
cal conductance at liquid nitrogen temperature, which helps to 
dissipate charges that build up during imaging. Thick carbon 

support films (10–40  nm) also have good mechanical sta-
bility, which decreases beam-induced movement. However, 
thick carbon films also scatter electrons much more strongly 
than thin carbon films and give rise to a grainy background 
that superimposes with the image of the nanoparticle. The 
problem is reduced by decreasing the thickness of the carbon 
support film to 1–2 nm. However, these very thin carbon films 
are no longer stable on their own over large areas and easily 
rupture when the sample is applied or when the film is irradi-
ated with electrons. To overcome this problem, a thick carbon 
support film with holes (typical diameter of the holes 1–5 µm) 
is used as a carrier, which is coated with an additional, thin-
ner, continuous carbon layer. Now, the thin, continuous car-
bon film only needs to be self-supporting over the small areas 
of the holes, where the nanoparticles are imaged.

An alternative to thin carbon film is graphene, which is 
a different modification of carbon, and has been discovered 
only a decade ago (Novoselov et al. 2004; Meyer et al. 2007). 
Graphene is one layer of carbon-atoms thick and forms 
extended 2D crystals, which are extremely sturdy in respect 
to their thickness. In addition, the conductivity of graphene 
per mass is significantly higher than that of amorphous 
carbon. First experiments have shown that the background 
added by a graphene support film is indeed minimal and 
allows the identification of unstained DNA, which is impos-
sible with other support films (Pantelic et al. 2011). Graphene 
is also sturdy enough to support larger biological complexes 
(Pantelic et al. 2012). However, the preparation of large self-
supporting graphene films is still difficult and thus, it is not 
yet routinely available as a support film for electron cryo-
microscopy. An alternative to grapheme is graphene oxide 
(Wilson et al. 2009). The additional oxygens at the surface 
provide a hydrophilic surface that interacts well with the par-
ticle suspension. Graphene oxide is easier to produce than 
graphene and is now commercially available as additional 
support film on holey carbon-coated grids.

Holey carbon support films are also used without additional 
continuous carbon support films. In this case, a self-supporting 
particle suspension with a thickness of approximately 20–100 nm 
is formed across the holes, where the unsupported nanoparticles 
can be imaged. This has the advantage that the viral nanopar-
ticles are not deformed by absorption to a support film and that 
no additional background is added by the support film to the 
image of the nanoparticles. The drawback is that unsupported 
holey films are somewhat more labile and give rise to more 
beam-induced movement during imaging. Despite the increased 
beam-induced movement, high-resolution (<4 Å) structures have 
been determined from unsupported viral nanoparticles (e.g., 
rotavirus [Zhang et  al. 2008], cytoplasmic polyhedrosis virus 
[Yu et al. 2011], or TMV [Ge and Zhou 2011]).

Most applications use holey carbon films either with or with-
out an additional support layer. There are various lab protocols 
for generating the required holey carbon films, which rely on 
generating a plastic film with holes as a template. The holes are 
either generated by condensation of little water droplets on a 
surface, which exclude the plastic film from these areas (Murray 
and Ward 1987) or by including bubbles of an immiscible liquid 
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33Electron Cryomicroscopy and Image Reconstruction of Viral Nanoparticles

into a solution of plastic, which then give rise to holes in the 
plastic film after etching (Harris 1962; Bayer and Anderson 
1963; Moharir and Prakash 1975; Baumeister and Seredynski 
1976). The holey plastic film serves as a template onto which 
the thick carbon layer is evaporated. Finally, the plastic film is 
dissolved in organic solvent and a holey carbon film remains. 
The resulting pattern of holes and the size distributions of 
holes are irregular. These irregularities are a major obstacle for 
automated data acquisition schemes, which are more efficient 
with regular hole patterns and with diameters of the holes that 
are adapted to the illuminated area or the size of the detector. 
Regular hole patterns require a controlled pattering algorithm, 
which is achieved by photolithography either with a consumable 
soft template that is dissolved (Ermantraut et al. 1998; Chester 
et al. 2007) or with a hard template and a water-soluble release 
layer to replicate the pattern onto the carbon film (Quispe et al. 
2007). Grids with such patterned holey support films are com-
mercially available from different suppliers with different hole 
sizes, hole shapes, and hole patterns.

Shortly after evaporation, carbon films are hydrophilic but 
become more and more hydrophobic and thus water repel-
lent over time. If an aqueous particle suspension is applied 
onto such hydrophobic carbon film, the suspension interacts 
very little with the support film and does not wet it properly. 
Therefore, vitrified samples prepared with hydrophobic grids 
are often either too dry or the particle suspension is too thick. 
The hydrophobicity and thus the wettability of the carbon sup-
port film can be increased by exposing it to a plasma immedi-
ately before use. The plasma is formed by passing an electrical 
current through a low pressure gas, which leads to a glow dis-
charge. This generates radicals of the gas, which change the 
surface properties of the exposed surfaces, in this case the 
properties of the support film. While glow discharge with air 
as gas deposits negative charges onto the amorphous carbon 
film, an atmosphere of amylamine adds positive charges to the 
surface (Dubochet et al. 1971). Glow discharge increases the 
wettability of amorphous carbon and lowers the contact angle 
between the carbon surface and water droplets (Kutsay et al. 
2008). This facilitates easy spreading of a particle suspen-
sion and is essential for the formation of a thin, homogeneous 
particle film. The increase in wettability by glow discharge is 
reversible and is completely reverted after some 2 h (Kutsay 
et al. 2008). The choice of positive or negative charges or the 
use of freshly floated carbon gives a wide range of different 
surface properties, which have subtle influence on the distri-
bution of the nanoparticles and to some extent, also, on the 
orientation of the particles on the support film.

Amorphous carbon has a different thermal expansion 
coefficient to the supporting copper grids. As a consequence, 
the copper grids shrink much more upon cooling than the 
carbon support film does, which leads to severe folds in the 
carbon support film and tensions in the vitrified sample. 
This phenomenon was described by Booy and coworkers as 
cryocrinkling of the carbon film (Booy and Pawley 1993). 
Cryocrinkling is reduced by using a grid material with a 
lower expansion coefficient such as molybdenum or titanium 
(Booy and Pawley 1993; Vonck 2000).

3.2.2 Formation oF thin partiCle SuSpenSionS

High-resolution imaging of vitrified viral nanoparticles 
requires that they are contained in a very thin film of their 
vitrified buffer on the sample carrier. Ideally, the thickness 
of the film is approximately the same thickness as the diam-
eter of the particles. Thicker films give reduced contrast 
and increase the percentage of electrons, which are scat-
tered inelastically or multiple times. Depending on the size 
of the particle, a useful thickness of a vitrified suspension is 
approximately 20–200 nm.

3.2.3 Blotting and evaporation

Typically, thin films are formed by applying the sample 
to a grid with or without support film and then removing 
excess liquid. The process of film formation is quenched by 
plunging the grid with the particle suspension into a cryogen 
(Figure 3.3). In this method, two processes contribute to the 
removal of the liquid: one is the absorption of the liquid to 
the filter paper and the other is the evaporation of the water 
from the sample. The latter gives rise to a decrease in the 
temperature of the sample and an increase in the concen-
tration of the particles and solutes. Depending on the envi-
ronment, evaporation is rapid and can be the major driving 
force of the film formation (Trinick and Cooper 1990). While 
the increase in the number of particles during evaporation 
is often advantageous (e.g., for dilute particle suspensions), 
the increase in the concentration of solutes and especially of 
salts is unwanted and can interfere with the integrity and/or 
conformation of the nanoparticles.

The speed of evaporation is influenced by the ambient 
temperature and the relative humidity in the surroundings 
(Frederik and Hubert 2005) as well as the concentration of the 
solutes and the surface area, which is accessible to evapora-
tion during film formation. An experimental setup without 
control of these parameters in the microenvironment of the 
sample requires some experience to identify the right moment, 
when the film has the optimal thickness before quenching 
the film formation by plunging the grid into the cryogen. To 
reduce this random factor, many devices control humidity as 
well as the temperature in the local environment of the sample. 
By increasing the humidity to almost 100%, evaporation can 
be virtually stopped. The simplest way to generate an envi-
ronment with 100% humidity is to bubble air through water 
before blowing it onto the grid (Dubochet et al. 1988; Cyrklaff 
et al. 1990). A more sophisticated approach is to surround the 
sample with a chamber with a fully controlled environment 
inside (Bellare et al. 1988) (Figure 3.3). The chamber can be 
humidified with water-soaked sponges, which have a large sur-
face area for exchange of water vapor with the surrounding or 
by using an ultrasonic nebulizer (Frederik and Hubert 2005). 
Inside the chamber, it is also possible to control the tempera-
ture either by heating or by cooling with a Peltier element. This 
gives full control of the major environmental parameters that 
influence the evaporation rate and enables reproducible sample 
preparation with very little optimization of other factors.
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34 Viral Nanotechnology

The other process, which contributes to the formation of 
the thin film, is the active removal of excess liquid by blotting 
with filter paper. Again, there are many factors that influence 
the outcome of the blotting process. They include the type of 
filter paper, the force with which the filter paper is applied, the 
blotting time, the contact area and the contact angle between 
the filter paper and the sample, and the direction of blotting. 
Blotting can be done either from the same side as the sample 
was applied to or from the opposite side (Toyoshima 1989) or 
simultaneously from both sides. Blotting from both sides has 
the advantage that there is no exposed surface area of the grid, 

from which the solvent can evaporate. This makes it unneces-
sary to control the humidity in the microenvironment of the 
grid, because the sample is humidified from both sides by the 
wet filter paper (Cyrklaff et al. 1990; Trinick and Cooper 1990). 
Devices with double-sided  blotting are realized either in self-
built plunging devices or in computer-controlled devices such as 
the FEI-Vitrobot, the Gatan Cryo plunge, or the time-resolved 
freezing apparatus from White and coworkers (Walker et  al. 
1995; White et al. 1998). Blotting single sided from the front 
or back gives similarly good results. Single-sided blotting from 
the back (opposite to where the sample was applied) minimizes 
the contact area between nanoparticles and the filter paper. 
In some cases, this helps to increase the number of particles 
in the field of view (Toyoshima 1989). Most manual devices 
use single-sided blotting, but there are also fully computer-
controlled, commercial cryoplungers such as the Leica EM 
GP that support  single-sided blotting. In single-sided blotting, 
the  surface-accessible area of the grid is much larger than in 
 double-sided blotting and thus, evaporation is a major factor, 
which requires a  controlled microenvironment for reproducible 
results as described earlier.

Another important aspect is the contact angle between the 
sample and the filter paper. In most blotting devices, grid and 
filter paper are oriented coplanar, which gives the maximal 
contact across the whole area of the grid. This leads to an even 
film thickness across the grid. Therefore, coplanar blotting 
results in the largest possible area with optimal sample thick-
ness, if optimal blotting conditions are found. The disadvan-
tage is that if the blotting conditions are not optimal, the whole 
grid is likely to be suboptimal. For that reason, a few devices 
such as the FEI-Vitrobot use a design where the filter paper 
touches the grid under an angle. This generates a gradient in the 
strength of the contact between the filter paper and the sample 
across the whole grid. As a consequence, the thickness of the 
film is also variable across the grid, leaving some areas with an 
optimal thickness of the film even if the blotting conditions are 
not optimized yet. However, after optimization of the condi-
tions, a typical film has still extended areas that are either too 
thin or too thick for imaging. Furthermore, since mounting of 
the grid in the device can vary by some ±0.5 mm, the area with 
the optimal thickness is not always centered, which is problem-
atic for applications such as tomography that requires optimal 
sample thickness in the center of the grid for recording images 
at large tilt angles.

In addition to the contact angle between filter paper and 
grid, blot time and blot force are also important. Blotting 
too strongly often leads to a completely dry grid. Here, 
the sample appears to be mechanically ripped off the grid 
rather than being slowly absorbed into the filter paper. With 
more moderate blot forces, where blotting is controlled by 
the absorption of the solution into the filter paper rather 
than by a mechanical manipulation of the film, useful blot-
ting times are less critical in a controlled microenviron-
ment. Successful blotting times between 1 and 20 s have 
been reported.

The filter paper itself also influences the result of the 
blotting process. Filter papers come with different flow 
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FIGURE 3.3 Schematic drawing of a manual freezing apparatus 
similar to the Bellare design (Bellare et al. 1988). The grid (red) 
is held by a pair of tweezers (brown) that is connected to a mov-
able rod. The rod together with the grid and the tweezers can be 
 propelled (gravity, spring, and motor) toward the cryogen. During 
blotting, the grid is surrounded by an environmental chamber 
(gray), which is humidified by a humidifier (e.g., wet sponge or 
ultrasonic nebulizer). The thin film of the sample is formed by 
coplanar blotting with filter paper (yellow). For blotting, the filter 
paper can be moved with a rod that is accessible from the out-
side of the chamber. After film formation, the grid is plunged into 
the cryogen. The cryogen (ethane, propane, or a mixture of both) 
is placed in a small vessel that is surrounded by a larger vessel, 
which contains liquid nitrogen and an atmosphere of cold, dry 
nitrogen gas.
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35Electron Cryomicroscopy and Image Reconstruction of Viral Nanoparticles

rates, which are related to how fast they can blot off the 
sample from the grid. For forming thin films, filter papers 
with medium to medium–fast flow rates like Whatman No. 1 
(medium flow rate, 11  µm particle retention) or Whatman 
No. 595 (medium fast, 4–7 µm particle retention) are most 
commonly used, while filter papers with slow flow rates are 
uncommon for the formation of thin films in vitrification 
experiments.

Filter papers also vary in their composition. Standard fil-
ter papers have significant amounts of trace elements that can 
dissolve and enter the sample. In particular, the most com-
monly used Whatman No. 1 contains 0.13 mg calcium/g filter 
paper. This calcium is enough to change the conformation of 
calcium-sensitive assemblies. If sensitivity to trace elements 
is an issue, ashless filter papers with similar flow rates are a 
better alternative (e.g., Whatman No. 40, 42, or 43).

A variant of the preparation of thin films by blotting is 
the bare-grid method. Here, grids are used without further 
support film (Adrian et al. 1984; Dubochet et al. 1988; Jager 
1990). In this method, the excess liquid is blotted off the grids 
and film formation is followed through binoculars and termi-
nated by plunging the grid into a suitable cryogen (ethane or 
propane) when the film starts to rupture. Thus, the method 
uses a mixture of sample removal by blotting and evapora-
tion. The preparation method requires some experience for 
recognizing the right moment for terminating the process of 
the film formation. In the bare-grid method, the film thickness 
varies across the grid, because the thickness partly depends 
on the gravity-driven flow of the water and thus increases 
toward the bottom of the grid.

In the bare-grid method, the size of a mesh that is 
spanned without further support is some 30–50  µm for a 
400 mesh grid, which requires a relatively thick film to 
form a stable, self-supporting particle suspension. The sus-
pension is typically thicker toward the grid bars and thinner 
in the center of a mesh. A problem of samples prepared by 
the bare-grid method is that the unsupported suspensions 
are nonconducting; therefore, they rapidly charge up during 
irradiation with electrons, which leads to image blurring. 
Although the bare grid method has been used for structure 
determination in the past (Adrian et al. 1984; Schatz et al. 
1995), it is now no longer considered as suitable for high-
resolution studies. Nonetheless, the method might have its 
merits for very large nanoparticles that get easily distorted 
by interactions with support films or by the pressure in very 
thin suspensions.

3.2.4 Spraying

An alternative for removing excess sample by blotting and 
evaporation is depositing a film of suitable thickness in the 
form of tiny droplets directly onto the grid. This is achieved 
by spraying microdroplets onto the support film of a grid 
while it is plunged into the cryogen (Dubochet et al. 1982). 
For the formation of a thin film, very small droplets are 
required, which still cover areas of 1–2  µm2. Such drop-
lets are  generated by sprayers or atomizers. However, on a 

 hydrophobic surface (such as an untreated carbon  support 
film), droplets of this size do not spread and thus, they 
 produce a film, which is far too thick for imaging. To facili-
tate rapid spreading of the drops after impact, the surface of 
the grid has to be extremely hydrophilic (glow discharge). 
But even with all the parameters carefully adjusted, the 
thickness of the droplets is still variable across each droplet, 
with a thick center and a thinner outer rim. Furthermore, 
with the impacting drops spaced some micrometers apart, a 
significant part of the surface of the grid remains dry, which 
further reduces the useful area. Therefore, spraying has lost 
its importance as a standard procedure for preparing thin 
films for vitrification.

On the other hand, spraying has the potential of start-
ing a reaction by spraying an agent onto the sample just 
before quenching the reaction by vitrification. Thus, it 
is an ideal approach for time-resolved electron cryo-
microscopy. The concept has been further developed 
by Berriman and Unwin for imaging the acetylcholine 
receptor in the open state (Berriman and Unwin 1994). 
In contrast to the  spraying method described previously, 
Berriman and Unwin first formed the thin film of the ace-
tylcholine receptor by conventional blotting (see previ-
ous text) and then sprayed the agent (acetylcholine) onto 
this preformed, thin film during plunging. This method 
requires a tight coupling of the action of the sprayer with 
the plunging of the grid via a photoswitch and enables 
reactions times of 1–100 ms.

The spreading of droplets on a preformed, thin film is far 
more efficient than spraying the droplets onto a dry grid. This 
is likely due to the fact that the already formed film and the 
impacting droplets have similar surface properties and there-
fore mix easily. While large particles such as viruses or fer-
ritin remain within the boundaries of the impacting droplet, 
small solutes, such as ions, diffuse much faster and can be 
traced outside the impact zone of the drop. Depending on the 
delay between spraying and freezing, ions can travel several 
micrometers beyond the boundaries of the drop before the 
sample is vitrified.

A device that sprays an agent onto the grid allows only the 
addition of one component and has a very short time interval 
between the start of a reaction and its quenching, which is 
determined by the time it takes for the grid after blotting to 
reach the cryogen. For a more sophisticated control over the 
time course of a reaction, two mixing chambers are added in 
front of the spraying device, which allow mixing of different 
reagents and a free choice of delay times (Walker et al. 1995; 
White et al. 1998; Lu et al. 2009). Such devices implement a 
classical quench flow experiment into sample preparation by 
quenching the reaction by vitrification.

3.2.5 vitriFiCation

Immediately after forming the thin film by blotting or spray-
ing, the film is stabilized against evaporation by rapid freez-
ing. For vitrification, the sample is plunged into a cryogen 
with a guillotine-like apparatus that is either driven by 
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36 Viral Nanotechnology

gravity, accelerated by a spring, moved by pneumatics, or 
propelled with a motor. The choice of the cryogen is far 
more critical than the plunging mechanism and is decisive 
whether hexagonal ice is obtained or a vitrified sample. 
Vitrification is only achieved when the cooling rates are high 
and the sample is rapidly (104 K/s) cooled below the vitrifi-
cation temperature. Although liquid nitrogen is suitable for 
cooling the sample below this temperature, its cooling rate 
is far too slow. The reason is the Leidenfrost phenomenon, 
which was discovered in the eighteenth century. It occurs 
when a hot object is emerged into a liquid, which has a boil-
ing point of a least 100 K below the temperature of the hot 
object. The large difference in temperature causes film boil-
ing at the surface of the hot object and the formation of an 
insulating gas layer. The heat transfer across this gas layer is 
slow, and thus, the hot object cools down relatively slowly. 
The boiling temperature of liquid nitrogen is −196°C and 
that of the hot sample is between 0°C and 40°C. This leads 
to film boiling and thus to a slow heat transfer, which gives 
the water time to rearrange and to form crystalline ice rather 
than vitrified water.

To achieve faster cooling rates, it is essential to use a cryo-
gen, which has a higher boiling point but is still liquid below the 
vitrification temperature. Such cryogens are ethane, propane, 
or a 60:40 mixture of both (Tivol et al. 2008) (Table 3.1). The 
cryogen of choice is condensed into a small reservoir that is 
cooled with a surrounding bath of liquid nitrogen (Figure 3.3). 
Unfortunately, the melting points of ethane and propane are 
above the temperature of liquid nitrogen. Therefore, after a 
while, these cryogens freeze, and have to be melted again to 
make them ready for a new round of plunge-freezing grids 
without mechanical damage of the grids by impacting onto 
the frozen cryogen. To keep propane or ethane stably in the 
liquid phase, they have to be periodically warmed by condens-
ing more gaseous cryogen into the reservoir, or by thermally 
insulating the reservoir from the surrounding liquid nitrogen 
bath or by heating the reservoir with a heater. Alternatively 
to ethane or propane, a mixture of both can be used, which 
forms a eutectic system that freezes at around −196°C and 
hence stays liquid even when it is cooled with liquid nitrogen 
(Tivol et al. 2008).

After plunging the sample into the cryogen, the sample 
is immediately vitrified and can be removed from the cryo-
gen for storage or for transfer to the electron microscope. To 
keep the grids below the devitrification temperature, they are 
stored in liquid nitrogen and handled either in liquid nitrogen 
or in an atmosphere of cold, dry nitrogen gas.

3.2.6  StrategieS For on-grid ConCentration 
oF viral nanopartiCleS

Often viral nanoparticles cannot be produced with concen-
trations that give sufficient particles in the field of view for 
efficient imaging. To obtain 100 particles in a field of view 
of 1 µm2 in a film with a thickness of 50 nm, a concentration 
of approximately 3 µM or 2 × 1015 particles/mL is needed. 
For many viral nanoparticles, these concentrations are out 
of reach and require concentrating the nanoparticles in situ 
on the grid.

Occasionally, more particles than expected from the 
particle concentration are observed in the field of view. 
Sometimes, the enrichment can be explained by partial 
evaporation of the solution in an uncontrolled freezing 
device. In other cases, this seems to be unlikely, because a 
humidified environmental chamber has reduced evaporation 
during sample preparation, suggesting that other processes 
are involved in concentrating the sample on the grid. One of 
the likely mechanisms is that the nanoparticles move much 
slower and therefore enter the filter paper far slower than 
the buffer (water, salts, and other small molecules). Another 
effect is that nanoparticles enrich at the air–water interface 
of drops (Johnson and Gregory 1993). The enrichment is 
slow (minutes to hours) and depends on the size of the par-
ticles and the diameter of the drop. Surface enrichment can 
be utilized to trap virus particles at the air–water interface 
and to generate a high local concentration of the nanopar-
ticles, which is transferred by touching the surface of the 
drop with the grid.

Another process that is utilized for enriching viral 
nanoparticles is to adsorb them onto a thin support film. For 
example, adeno-associated virus can is enriched by almost a 
magnitude, when absorbed onto a carbon film (Kronenberg 
et al. 2001). Other nanoparticles might be trapped on the grid 
by using functionalized support films such as the affinity grid 
(Ni-NTA-lipids absorbed to a carbon-coated grid; Kelly et al. 
2008, 2010) or streptavidin-functionalized graphene oxide 
support films (Liu et al. 2010c).

3.3 DATA ACQUISITION

There are two fundamentally different types of objects: one 
type of object exists in multiple, identical copies, and the 
other is an object with a unique structure. While for mul-
ticopy objects, image information from different  particles 
can be merged into a single representative 3D structure, for 
unique objects, all structural information has to be obtained 
from one object. This requires different data acquisition 
schemes for multicopy objects and for unique objects.

3.3.1  data aCquiSition For viral nanopartiCleS 
in multiple, identiCal CopieS

For multicopy objects, micrographs of many different copies 
of the object from different areas of the sample are acquired. 
Each micrograph is taken with the maximal, permissible dose 

TABLE 3.1
Boiling and Melting Points of Some Cryogens

Cryogen Boiling Point (K) Melting Point (K) 

Nitrogen 77 66

Ethane 185 90

Propane 231 86

60:40 mixture of ethane/propane 185–231 77
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37Electron Cryomicroscopy and Image Reconstruction of Viral Nanoparticles

that does not destroy the features at the desired resolution but 
gives the best possible signal-to-noise ratio. Typically, doses 
between 5 and 25 electrons/Å2 are used for vitrified samples. 
These doses are a compromise between optimal contrast 
at low spatial frequencies (high dose), which is required 
for determining the accurate orientations of the particles, 
and the preservation of high-resolution features (low dose). 
Systematic dose studies of diffraction patterns of 2D bacte-
riorhodopsin crystals suggest that the maximal permissible 
dose that preserves high-resolution features at 3 Å at temper-
atures of about −175°C is approximately 3 e/Å2 (Stark et al. 
1996) and that low-resolution image information around 
40 Å is already significantly reduced at a dose of 30 e/Å2 
(Toyoshima and Unwin 1988; Conway et al. 1993). The opti-
mal signal-to-noise ratio up to 3 Å resolution at an accelerat-
ing voltage of 200 kV is obtained at a dose of 10 e/Å2 (Baker 
et al. 2010).

3.3.2 low-doSe imaging

Low-dose imaging techniques minimize the dose on the 
object and thus reduce beam damage (Unwin and Henderson 
1975). All low-dose acquisition schemes include several steps, 
which consist of searching, positioning, focusing, and acqui-
sition (Figure 3.4): The first step is to search the area of inter-
est at a low magnification and with a low dose (≪0.5 e/Å2). 
The search step can include information at different magni-
fications. For example at low magnification (100–400), the 
whole grid is inspected to identify regions with the most suit-
able ice thickness and the least surface contamination. Then, 
at a somewhat higher magnification (1000–5000), meshes are 
identified with holes that are covered with a homogeneous, 
thin film of vitrified sample. At this magnification, smaller 
nanoparticles (≪50 nm) cannot be recognized as individual 
particles and the choice of the area is purely based on the 
properties of the vitrified film.

In the next step, the area of interest is centered as pre-
cisely as possible for the later image acquisition. This also 
happens at low magnification but sometimes at a some-
what higher magnification than the actual search process 
to allow for more accurate positioning. The third step is 
focusing and waiting for the drift to settle. This requires a 
higher dose and a higher magnification than the searching 
and positioning. Therefore, the image shift capabilities of 
the microscope are used to deflect the beam away (1–5 µm) 
from the area of interest. There, the beam is focused to 
illuminate only a small area, avoiding preexposure of the 
area of interest. For determining and adjusting the defocus 
and for measuring the specimen drift, the magnification is 
also increased to recognize finer details such as the graini-
ness of the supporting carbon film. Typically, a defocus of 
1–5 µm underfocus is chosen for unstained vitrified mul-
ticopy objects. Drift rates are also measured and should 
be lower than around 1–2 Å/s depending on the targeted 
resolution and the exposure time. The final step is recording 
a micrograph of the area of interest: This requires resetting 
the image shift to the center of the area of interest and 

adjusting the beam diameter and the magnification to the 
desired values. Finally, the beam is centered on the area 
of interest that is tightly coordinated with the shutter of 
the detector in order to irradiate the sample only during 
image acquisition.

3.3.3 automated image aCquiSition

Most electron microscopes have assisted low-dose acquisi-
tion schemes that control image shifts, beam shifts, changes 
in magnification, changes in illumination, and the opera-
tion of the beam shutter coupled with the detector. Despite 
these sophisticated schemes, low-dose data acquisition 
is tiring for the operator and thus limits manual acquisi-
tion times to a couple of hours. Fortunately, the different 
steps of low-dose data acquisition are highly repetitive and 
structured, and thus are an ideal task for computer-assisted 
automation. Nowadays, there are several acquisition pack-
ages that acquire images of the desired areas without any 
further user intervention (e.g., leginon, autoem, em-Tools, 
tom2, SAM, EPU; Zhang et al. 2003; Lei and Frank 2005; 
Suloway et al. 2005; Shi et al. 2008; Korinek et al. 2011). 
These acquisition schemes run stably and can acquire 
thousands of micrographs from a single grid over a cou-
ple of days. Furthermore, with electronic detectors, the 
micrographs are already in an electronic format and thus 
are immediately ready for further image processing. This 
allows feeding image information directly into the acquisi-
tion process and using it for automatic, accurate alignment 
and positioning.

3.3.4  ConSiderationS For aCquiring 
high-reSolution miCrographS

The automated data acquisition on electronic detectors has 
generated a quantum leap in the availability of image data. 
The increase in high-quality image data allows researchers 
to address more demanding projects, which require more 
images to achieve higher resolution, to identify different 
conformational states in a population of particles, or to work 
with less abundant particles.

Many images of a large number of different copies of 
nanoparticles are a prerequisite for addressing problems that 
are related to the statistics of the particle population. For 
example, subpopulations in a noisy dataset can be more reli-
ably identified, in a large dataset (≫10,000 per subpopula-
tion) than in a small dataset (≪5000). However, an increase in 
the amount of data is not necessarily sufficient for obtaining 
high-resolution (<4 Å) reconstructions. These reconstructions 
are only obtained if the high-resolution information is present 
in the micrographs. Various factors reduce the transfer of the 
high-resolution image information. These factors can be sepa-
rated into factors that are related to the hardware of the electron 
microscope (e.g., coherence of the electron source, correction 
of lens aberrations), the detector (e.g., sensitivity and modu-
lation transfer function of the detector), the stability of the 
cryoholder, the stability of the environment (e.g., vibrations, 
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38 Viral Nanotechnology

temperature stability, and absence of electromagnetic fields 
in the room), the alignment of the electron microscope, and 
the movement of the particles during image acquisition. While 
most of these factors cannot be influenced during image acqui-
sition, alignment of the microscope and to some extent detect-
ing the movement of the particles can be addressed during 
image processing.

It is generally important that the electron microscope is 
well aligned to recover high-resolution information. Images 
should be acquired with the sample at the eucentric height 
where the object is in focus at the optimal lens current of the 
objective lens. Deviations from the eucentric height lead to 
changes in the absolute magnification and in image rotation. 
It is necessary to check and readjust the eucentric height 

Selection

Area of interest+ +

+ +

Positioning

Focussing

Navigation

Acquisition

f971_11_108

Area for focussing

FIGURE 3.4 Semiautomatic low-dose data acquisition. Low-dose data acquisition requires taking images at different magnifica-
tions and doses. Upper left panel: A low magnification map of the whole grid allows easy navigation. The grid map also reveals 
areas with a suitable thickness of the ice. In this example, the ice is too thick for high-resolution data acquisition in the lower right 
corner of the grid. The grid map is used to identify meshes, which are suitable for further image acquisition. At a magnification of 
1000–2000, images of appropriate meshes are acquired (upper right panel), which are used for selecting the areas of interest. The areas 
of interest are manually selected, avoiding contaminated holes or holes that are not covered with ice. In the upper right panel, some 
selected areas are outlined with a yellow square and a red circle. The corresponding areas for focusing are highlighted by blue circle. 
Focusing areas are positioned away from the area of interest. For exact positioning of the area of interest, images at somewhat higher 
magnification are taken (red outline, lower right panel). These images are cross-correlated with the selected area in the selection image 
and inform on stage shift and image shift for optimal positioning of the area of interest. This is followed by focusing in the focus area 
(blue inset, at somewhat higher magnification, typically the same magnification as for the image acquisition). Finally, the image of the 
area of interest is taken at the desired magnification and the desired dose (lower left panel, black outline). All images were acquired 
with TVIPS EM-Tools as part of semiautomatic data acquisition.
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39Electron Cryomicroscopy and Image Reconstruction of Viral Nanoparticles

during image acquisition whenever the position has changed 
by several tens of micrometers (e.g., when moving from 
one mesh to the next) to keep the eucentric height accurate 
within 1–2 μm.

Another limiting factor is the electron-beam tilt (Glaeser 
et al. 2011; Zhang and Hong Zhou 2011), which arises from 
deviations of the direction of the beam from the optical axis. 
Electron-beam tilt can be corrected by coma-free alignment 
(Zemlin et al. 1978) and is minimized by using parallel illu-
mination (Glaeser et al. 2011; Zhang and Hong Zhou 2011). 
The electron-beam tilt induces a resolution-dependent phase 
shift that is larger at lower accelerating voltages. The depen-
dence of the phase shift from the spatial frequency is cubic, 
and thus, it is the main limiting factor of the phase informa-
tion at large spatial frequencies (high resolution).

Even if the microscope is perfectly aligned and has the 
appropriate specifications to record high-resolution image 
information, it is impossible to record high-resolution 
image information when the object moves during the image 
acquisition. This movement can either be a directional move-
ment, which is caused by specimen drift, or it is a random 
movement that is induced by the irradiation with electrons 
and subsequent charging, beam damage, and heating of the 
sample. While the directional movement typically ceases 
after a while, the beam-induced movement occurs during 
low-dose imaging and is proportional to the applied dose 
(Chen et al. 2008; Brilot et al. 2012). Its occurrence cannot be 
avoided by any known imaging or sample preparation tech-
nique although it might be somewhat lower at a low-dose rate 
(1.5 e/Å2 s) (Chen et  al. 2008) or on a thicker carbon sup-
port film. A way forward for correcting for the beam-induced 
movement is to record movies rather than single high-dose 
micrographs. Movies allow correcting for the beam-induced 
movement of each individual particle in every movie frame 
(Brilot et al. 2012). The correction requires that frames are 
recorded fast and that the total imaging time remains short 
(1–2 s) so that particle movement is predominantly due to 
beam-induced, random movement rather than to drift-induced 
directional displacement. With short total recording times, 
the average over all frames is comparable to a conventional 
high-dose image that contains the high-contrast information 
for the accurate determination of the orientation and position 
of the particles. The dose of the individual frames is typi-
cally low and is in the order of 1 e/Å2 or less. Therefore, the 
signal-to-noise ratio of the individual frames is not sufficient 
to determine the relative position and orientation of the par-
ticles with the accuracy that is required to compensate for the 
beam-induced movement (Bai et al. 2013). However, the rela-
tive alignment of the frames can be improved by computing 
sliding averages of several frames rather than using individual 
frames (Brilot et al. 2012) or by using priors about the likely 
changes in position and orientation in the alignment process 
(Bai et al. 2013). With the same data, processing of movies 
gives significantly better resolution than processing the high-
dose averages (Bai et al. 2013).

3.3.5  data aCquiSition oF unique viral 
nanopartiCleS (tomography)

For a unique object, all the image information for recon-
structing the 3D map has to be taken from the same object 
by recording a tilt series. A tilt range of 180° is required 
for recovering the complete 3D information. However, it is 
practically impossible to observe image information over 
this whole tilt range, because at higher tilt angles, the area 
of interest becomes occluded by protruding parts of the 
specimen holder and the thickness of the irradiated sample 
increases with increasing tilt angle (factor two at 63°). Both 
factors limit the practical tilt range to approximately 140° 
(±70°), but often, the tilt range is even lower. This limi-
tation in angular coverage leads to missing information in 
the z-direction (parallel to the electron beam) of the recon-
struction, which is reduced by a double tilt experiment, in 
which two complete tilt series are acquired with the tilt 
axes being oriented approximately perpendicular to each 
other. This requires rotating the specimen in plane by 90° 
before recording the second tilt series. The in-plane rotation 
is supported by a special tilt holder and thus can be done 
inside the electron microscope without remounting the grid.

Similar as for multicopy objects, the total dose with which 
the object is imaged is closely related to the achievable resolu-
tion. Since all the information comes from a single object, the 
total dose needs to be sufficient to detect features above the 
noise level at a certain resolution but at the same time needs to 
be low enough not to destroy these features by beam damage. 
In the best case, the achievable resolution in a tomogram is 
around 20 Å (Henderson 2004) but is often considerably worse. 
This means that in a tomogram, it is not necessary to preserve 
structural details at spatial frequencies beyond 1/20 Å−1 and 
total doses of 40–100 e/Å2 are typically used for recording the 
whole tilt series. Therefore, for recording a tilt series in a tilt 
range of +70° to −70° in 1° steps with a total dose of 100 e/Å2, 
a dose of only 0.7 e/Å2 is permitted for each tilt image.

Another consideration is that the individual micrographs 
of a tilt series have to be aligned to a common origin and the 
orientation of the tilt axis as well as of the actual tilt angle 
has to be determined for reconstructing the 3D map. Due to 
the low signal-to-noise ratio in the individual micrographs 
of the series, the determination of these parameters is often 
inaccurate when it is solely based on cross-correlation. For 
improving alignment, electron-dense colloidal gold particles 
of 5–20  nm diameter are added to the sample as fiducial 
markers. But even with fiducial markers, accurate align-
ment of the tilt images still requires 1–2 e/Å per micrograph 
(Kourkoutis et al. 2012). To further increase the transfer of 
image information at low spatial frequencies, micrographs 
are taken with an underfocus of several micrometers (typical 
values −5 to −10 µm), which is much higher than for high-
resolution studies of multicopy objects.

A different aspect of recording the tilt series is how many 
equally spaced projections n across the whole tilt range of 
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40 Viral Nanotechnology

180° are required to record the complete information for a 
certain resolution d. The number of tilt images depends on 
the size of the object D and is given by the Crowther criterion 
(Crowther et al. 1970b):

 
n D

d
=
π .

From this equation, the tilt increment α in degree is derived as

 
α

π
=

⋅180 d
D

.

Thus, for acquiring the complete information of an object of 
100 nm diameter at 20 Å resolution, the required tilt incre-
ment is approximately 1°.

To minimize the electron dose on the object, a simi-
lar low-dose acquisition scheme is used as for multicopy 
objects. The area of interest is identified and centered at low 
magnification. The sample is focused at higher magnifica-
tion away from the area of interest. For tilted objects, the 
focus area and the area of interest have to be placed pre-
cisely on the tilt axis, because otherwise, the focus in the 
focus area and in the area of interest would differ. After the 
micrograph is recorded for a certain tilt angle, the object is 
tilted to the next tilt position. Often the change in tilt leads 
to some displacement of the area of interest and therefore, 
focusing and positioning is repeated. The displacement is 
minimized, when the sample is exactly at the eucentric 
height. However, imperfections in the goniometer as well 
as specimen drift often leave residual displacements. To 
correct for these displacements, the stage and/or the image 
is shifted to keep the same focus area centered during the 
whole tilt series. The procedure of compensating for dis-
placement after tilting is referred to as tracking and is an 
essential step of tomographic data acquisition.

Nowadays, tomographic image acquisition is fully auto-
mated and the procedures take care of tracking, focusing and 
drift checks as well as of low-dose data acquisition. There are 
several tomographic acquisition packages, which are either 
commercially available (e.g., Gatan Tomography package, 
TVIPS EM-Tools, Xplore 3D of FEI) or have been developed 
by academics (e.g., TOM, Serial EM, Leginon, UCSF tomo) 
(Fung et al. 1996; Mastronarde 2005; Suloway et al. 2005; 
Korinek et al. 2011). The automatic acquisition of a tilt series 
in small angular intervals, over a large tilt range, can take 
several hours, especially when low drift rates and accurate 
tracking and focusing are required.

For recording a high-resolution tilt series of a unique 
object, there are also stringent requirements for the align-
ment of the microscope. The most important requirement 
is that the object is exactly at the eucentric height and that 
the focus area and the area of interest are exactly on the 
tilt axis. This is important to minimize displacements and 
changes in focus during image acquisition. Another impor-
tant factor is a parallel illumination to minimize changes in 
magnification with changes in defocus, which can amount 
to inaccuracies of several angstroms across the micrograph 
(Fan et al. 1995).

3.4 INSTRUMENTATION

A critical issue for imaging viral nanoparticles at highest pos-
sible resolution is the adequate instrumentation, which enables 
recovering high-resolution image information with a good 
signal-to-noise ratio. There are several elements in an electron 
microscope that increase the information transfer at certain 
spatial frequencies. These elements include emitters, sample 
holders, energy filters, phase plates, aberration correctors, and 
detectors. Their importance depends on the targeted resolu-
tion and the application and will be discussed in the following.

3.4.1 emitterS

The main mechanism of contrast formation in vitrified samples 
is the phase contrast, which depends on  differences in the den-
sity in the denser object (typically protein, DNA, RNA) and the 
surrounding, less dense, vitrified  buffer. These differences are 
small, and thus, the phase contrast is also small. To increase the 
phase contrast at low spatial frequencies, images are often taken 
at a considerable defocus (depending on the application between 
−1 and −10 µm). However, taking highly defocused images also 
has two major implications: (1) Due to the oscillation of the CTF, 
certain bands of spatial frequencies are transferred with oppo-
site contrast and others are not transferred at all (Figure 3.1). 
The frequency-dependent change in contrast leads to a delocal-
ization of the image information and has to be corrected dur-
ing image processing. (2) The contrast transfer at higher spatial 
frequencies is dampened by an envelope function (Wade 1992). 
This envelope function depends on the spatial and chromatic 
coherence of the electron source, the spherical and chromatic 
aberration of the electron microscope, the wavelength of the 
electrons, and the defocus. Conventional thermionic electron 
sources generate electrons by heating an emitter (e.g., tungsten 
wire, LaB6 crystal) to overcome the workfunction. Thus, the 
emitting surface of the source is relatively large, and therefore, 
the spatial coherence is low. Also the high temperature that is 
required to overcome the workfunction leads to a considerable 
energy spread of the exiting electrons (1.5–4 eV), which con-
tributes to the chromatic aberration. As a consequence of the 
limited coherence at dose rates of 10–20 e/Å2 s and a defocus 
of several micrometers, higher-resolution information (<10 Å) 
is transferred too weakly to be recovered. Hence, acquisition of 
data close to atomic resolution requires electron sources with 
high spatial coherence such as Schottky field emitters or cold 
field emitters. For both types of emitters, the electron emis-
sion is assisted by an external field, which is generated by an 
additional extraction voltage of a few kilovolts. A field of suf-
ficient strength is only generated at the pointed tip of the elec-
tron source, which reduces emission to a very small area of 
the  emitter and thus increases the spatial coherence. For cold 
field emitters, the emission is achieved by the field alone, which 
requires an almost atomically sharp tip of the electron source for 
generating a strong enough field. This is in contrast to Schottky 
emitters that have a somewhat less pointed tip, and therefore, the 
extraction voltage on its own is not sufficient to cause emission. 
In this case, the field only decreases the workfunction of  the 
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emitter and the emission is assisted by additional heating of 
the emitter. In this respect, a Schottky field emitter is not a true 
field emitter but a field-assisted, thermionic emitter. Similar to 
cold field emitters, emission only occurs at the tip of the emitter 
where the field is strong enough.

Although cold field emitters have the best spatial and 
chromatic coherence, they have been rarely used in transmis-
sion electron microscopy of biological specimens. The main 
reason is that they require a much higher ambient vacuum 
and contaminate easily, which leads to large fluctuations in 
their brightness. Cold field emitters require frequent decon-
tamination that is incompatible with high-throughput data 
acquisition. While the use of field emitters (Schottky or 
cold) is essential for electron microscopy of vitrified multi-
copy objects  at subnanometer resolution, it is not required 
for tomographic applications, for which the resolution in a 
tomogram does not realistically extend beyond 20 Å.

3.4.2 energy FilterS

Often unique objects are considerably larger than multicopy 
objects, and therefore, the imaged samples can be several 
hundreds of nanometers thick. In these thick samples, many 
electrons have undergone inelastic scattering (mean free path 
of electrons in vitrified buffer at 120 kV is 203 nm; Grimm 
et al. 1996) and have deposited some of their energy onto the 
sample. This leads to an energy loss and electrons are no lon-
ger properly focused by the lens system of the electron micro-
scope. Image details are blurred and significantly reduced in 
contrast. A way forward is to remove electrons, which have 
lost energy from the optical path by an energy filter. This 
leaves only unscattered and elastically scattered electron in 
the optical path (zero-loss imaging).

Energy filters are based on the fact that electrons with dif-
ferent energies are differentially deflected in a magnetic field. 
By using a magnetic field to disperse the electrons according 
to their energy and a slit aperture, electrons can be selected 
based on their energy. Energy filters are placed at differ-
ent positions in the optical path. Some electron microscope 
manufacturer such as Zeiss and Jeol have developed layouts 
with the energy filter in-column, whereas Gatan developed a 
system that is placed post-column and thus can be retrofitted 
to almost any electron microscope. Both in-column and post-
column filers are useful for zero-loss imaging as required for 
tomographic applications of thicker specimens. By removing 
electrons from the optical path, energy filters add an addi-
tional amplitude contrast (Angert et  al. 2000), which also 
increases the transfer of low spatial frequencies. Therefore, 
energy filters give an essential improvement of image contrast 
in tomography, but they are less commonly used for acquiring 
high-resolution image information of  multicopy objects.

3.4.3 phaSe plateS

Electron tomography requires strong contrast transfer at low 
spatial frequencies. Nevertheless, contrast transfer at low spa-
tial frequencies is relatively weak due to the fact that the 

predominant phase contrast transfer follows a sine function. 
To increase the transfer at low spatial frequencies, one option 
is to increase the defocus, which shifts the first maximum 
of the CTF toward lower spatial frequencies but also intro-
duces contrast reversals at lower spatial frequencies (Figure 
3.1). Alternatively, the proportion of amplitude contrast can 
be increased by using energy filtering (see Section 3.4.2). 
However, both measures are unsatisfactory for contrast recov-
ery at very low spatial frequencies. To overcome this limita-
tion, phase plates have been proposed, which are similar to 
Zernike phase plates in light optical microscopy (Zernike 
1942). These phase plates shift the phase of the scattered elec-
trons by 90°, which results in optimal contrast transfer at low 
spatial frequencies (conversion of a sine dependency of con-
trast transfer into a cosine dependency). Zernike-type phase 
plates are located in the back-focal plane and are realized by a 
thin carbon film with a small hole. The hole is aligned in such 
a way that the unscattered electron beam passes through it and 
the scattered electrons pass through the carbon, where their 
phases are shifted by approximately 90° due to the interac-
tion with the carbon film. The smallest spatial frequency that 
is affected by the phase shift decreases with the size of the 
hole, and this is in the order of 1/140–1/160 nm−1 for retrofit-
ted phase plates (Marko et al. 2011).

Experiments on T4 phage have demonstrated a huge 
increase in image contrast close to focus and have proven 
that the phase plate delivers the expected contrast increase 
for low spatial frequencies (Danev et  al. 2010). For image 
reconstructions of multicopy objects, a significant increase in 
contrast is observed, and as a consequence, only 30%–50% of 
particles are required to achieve a certain resolution (Murata 
et al. 2010). The benefit of the phase plates is demonstrated 
up to subnanometer resolution.

3.4.4 SpheriCal aBerration CorreCtor

Spherical aberration of the objective lens induces an addi-
tional frequency-dependent phase shift. For biological 
low- resolution applications, this is exploited for obtaining 
more contrast at low spatial frequencies close to focus, by 
using objective lenses with a very large spherical aberra-
tion (e.g., FEI Biotwin lens with a cs of 6.3 mm). However, 
such a large spherical aberration also limits the point-to-
point resolution of the electron microscope and causes faster 
 defocus-dependent degradation of the contrast transfer at 
higher spatial frequencies (Figure 3.1). The spherical aberra-
tion can be corrected by a cs-corrector, which allows adjust-
ing cs values over a wide range. A cs-value of zero increases 
the point resolution of the electron microscope and improves 
contrast transfer at high spatial frequencies. These improve-
ments are essential for material science applications where 
subangstrom resolution is required. At first glance, the ben-
efits for biological applications, which target much lower 
resolution (3–4 Å), are less obvious. Here, a cs of zero also 
sets the phase shift, which is introduced by electron-beam 
tilt (e.g., nonoptimal alignment and/or nonparallel illumina-
tion) to zero (Zhang and Hong Zhou 2011). Therefore, it is 
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42 Viral Nanotechnology

likely that cs-correctors will improve the resolution of bio-
logical applications, for which electron-beam tilt is one of the 
major limiting factors for obtaining high-resolution image 
reconstructions.

3.4.5 deteCtorS

For many years, photographic film has been the most effi-
cient detector for recording high-resolution electron micro-
graphs. Film provides an excellent spatial resolution, because 
it has a large field of view and electrons are detected directly 
by changing the properties of the fine grain of the film emul-
sion (Figure 3.2a). Indeed, most of the image reconstructions 
at resolutions better than 4 Å have been recorded on film 
(Yu et al. 2008; Zhang et al. 2008, 2010, 2012, 2013a,b; Liu 
et  al. 2010a; Wolf et  al. 2010; Chen et  al. 2011; Settembre 
et al. 2011; Yu et al. 2011, 2013). However, the sensitivity and 
linearity of the response to electrons is poor, the handling is 
inconvenient, and the data can only be used for further image 
analysis after time-consuming processing (developing, dry-
ing, and scanning of film).

For a long time, an alternative to film has been conven-
tional CCD or CMOS detectors (Figure 3.2c). These detectors 
measure a light signal, which comes from a scintillator that is 
excited by the incident electrons. The light signal is transmit-
ted to the sensor either by a fiber-optical coupling or by an 
optical lens. A major limitation is that the area of the scintil-
lator that is excited by one electron is relatively large. This 
leads to a delocalization of the information and thus to an 
unfavorable point spread function, which limits the resolu-
tion. The typical quantum efficiencies of a conventional CCD 
or CMOS detector at 0.5 of the Nyquist frequency are 0.1–0.3, 
depending on the voltage (better for lower accelerating volt-
age; quantum efficiency at Nyquist frequency are 0.01–0.07) 
(Ruskin et al. 2013). To compensate for the delocalization of 
the signal and the weak contrast transfer close to Nyquist fre-
quency, micrographs are recorded at a higher magnification 
as would be used for data acquisition on film. Unfortunately, 
this reduces the field of view to a fraction of what can be 
imaged with a similar spatial resolution on film.

The advantage of conventional CCD or CMOS detectors 
is the better linearity in dose response over a wider dynamic 
range with higher sensitivity. Furthermore, electronic detec-
tors deliver micrographs in a digital format almost instantly. 
This is a prerequisite for automated, computer-controlled data 
acquisition such as tomography and automated multicopy par-
ticle image acquisition, which relies on feeding back image 
information into the alignment and positioning process.

More recently, direct CMOS detectors were developed. 
Other than conventional CCD and CMOS detectors, they do 
not use a scintillator for converting electrons into a detectable 
light signal, but directly detect the charge separation caused 
by the incident electrons in the epilayer of the detector (Figure 
3.2b). Thus, the blurring of the signal is less extended and at 
accelerating voltages above 200 kV, direct detectors outper-
form conventional CCD or CMOS detectors (Ruskin et  al. 
2013). A further advantage of the new direct detectors is their 

rapid read-out. Rather than recording a single micrograph, it 
is possible to record the image information as a movie with 
some 20 frames per second. This allows computational cor-
rection of beam-induced movement in the subsequent image 
processing (Campbell et al. 2012; Bai et al. 2013).

Some of the direct detectors have an even faster read-out 
that enables counting of individual electrons rather than inte-
grating the signal. Counting increases the linearity of the 
dose response and thus improves the resolution. Furthermore, 
by detecting single electrons, the position of the incident elec-
trons can be determined with subpixel resolution, which gives 
superresolution information beyond the Nyquist frequency 
(Gatan K2 summit).

3.5 IMAGE PROCESSING

As outlined earlier, there are unique objects and multicopy 
objects, which have different requirements not only for the 
data acquisition but also for the subsequent image processing 
and the expected resolutions. For unique objects, the optimal 
resolution is determined by the beam damage of the sample 
and the signal-to-noise ratio at a certain spatial frequency. 
These considerations suggest that the resolution can probably 
not exceed 20 Å (Henderson 2004). For multicopy objects, 
there is no theoretical limitation that prevents achieving 
atomic resolution. In theory, averaging a few thousand parti-
cle images should already be sufficient to reconstruct a struc-
ture of a multicopy object at a resolution of approximately 
3 Å (Henderson 1995) in the absence of any image degrada-
tion. In reality, two to three orders of magnitude more asym-
metric units need to be processed and averaged to recover 
structural information beyond 4 Å resolution. This suggests 
that electron microscopic images are far from perfect.

Image processing aims at combining the different projec-
tions of the object that have been generated by the electron 
microscope in a consistent way into a 3D map and to correct 
for the image distortions imposed by the electron microscope 
and the detector.

3.5.1 image reConStruCtion oF multiCopy oBjeCtS

Historically, very different approaches have been used for 
different types of multicopy objects. For particles with ico-
sahedral and helical symmetry, certain symmetry-related 
properties of the Fourier transforms have been exploited 
for determining the particle orientations. These special-
ized approaches cannot be used for asymmetric multicopy 
objects, which always require the comparison with other 
images (e.g., reference images of a noise-free reference or 
other images of a different view of the object) for determin-
ing the relative orientations of the particles. Nowadays, the 
specialized approaches for helical and icosahedral objects 
are mainly used for the determination of a first model, which 
is followed by more general image-processing strategies that 
are independent of the symmetry.

These general strategies have a common workflow, which 
includes four steps: (1) Preprocessing: The image data are 
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prepared for further image processing. This includes window-
ing of the individual particle images from the micrographs and 
determining the parameters of the CTF of the microscope for 
every micrograph. (2) Determination of the orientations of the 
particles: This can be done either ab initio or by comparison of 
the particle image with a common reference. (3) Image recon-
struction: The 3D map of the object is calculated by combin-
ing all 2D particle images with the correct orientation into a 
3D map. Typically, the determination of the orientations is an 
iterative process, in which the current best 3D map serves as 
reference map for the reference-based determination of particle 
orientations. (4) Postprocessing: The final 3D map is corrected 
for the attenuation of high spatial frequency information.

3.5.1.1 Preprocessing of the Image Data
Image processing of multicopy objects requires a set of images 
with equal size, in which each image contains one copy of the 
multicopy object. To generate this set of particle images, the 
positions of the particles on the micrographs are determined 
either by selecting the desired particles manually or automati-
cally, by using certain properties of the local modulation of 
the gray value distributions or by correlation with reference 
projections. After identifying the positions of the particles in 
the micrographs, the particles are extracted into smaller parti-
cle images that are somewhat larger than the particle diameter 
(approximately two times the particle diameter) and contain 
one particle per image. For further image processing, the par-
ticle images are normalized in their gray value distribution.

Automatic approaches to particle selection often incorpo-
rate false-positive particle images (e.g., ice contaminations, 
edge of the illuminated area or edge of the hole), which con-
tain high-contrast features. Therefore, automatically selected 
datasets require a stringent postsorting process, which uses 
different parameters for recognizing the particles than the 
parameters that have been used for the automatic particle selec-
tion. One strategy is the reference-free classification in which 
false-positives typically do not group into well-defined classes 
and do not align with high accuracy. Particle images from 
such ill-defined classes are excluded from further processing.

Preprocessing of the particle images often includes 
further steps such as tight masking of the particles with a 
smooth mask, band-pass filtration, the inversion of the gray 
values, and the correction for the CTF. The accurate deter-
mination of the CTF (Figure 3.1) and its correction is critical 
for obtaining high-resolution image reconstructions. Without 
correction of the CTF, the image information would not aver-
age coherently and the gray value distribution of the object 
would be misrepresented in the final map. A very successful 
approach to the determination of the CTF is ctffind3 (Mindell 
and Grigorieff 2003), which divides the whole micrograph 
into smaller patches, and averages the power spectra of these 
patches. After a background correction of the averaged power 
spectra, the cross- correlation to a simulated power spectrum 
in a given frequency band is maximized. The method works 
reliably and can determine the parameters of the CTF more 
accurately than most curve fitting approaches in which the 
density profile of a background subtracted power spectrum is 

fitted with the CTF. The determined parameters are incorpo-
rated into other programs for further correction of the con-
trast transfer of the microscope either during preprocessing 
or later, during image reconstruction.

3.5.1.2 Determination of the Orientations
The extraction of particle images is followed by the determi-
nation of the orientations relative to a 3D reference map. This 
can be done by cross-correlating the particle image to a set 
of projections of this 3D reference map. The particle image 
is assigned with the same orientations as the best correlating 
reference projection. However, for a fine angular  sampling, 
the comparison requires a huge number of reference projec-
tions and thus can be computationally ineffective.

Alternatively, a limited number of equally spaced reference 
projections are computed. In Fourier space, the Fourier trans-
forms of these reference projections define a fixed network 
of intersecting planes (Figure 3.5). The Fourier transform of 
the particle image intersects with this network of intersecting 
planes along certain lines. Along these intersecting lines, the 
information in the Fourier transforms of the reference pro-
jection and in the transform of the particle projection is the 
same. The position of the intersecting lines depends only on 
the orientation of the particle and on the orientation of the 
reference projections. The particle image is assigned with the 
orientation for which the predicted intersecting lines in 
the Fourier transforms of the reference projections and in the 
particle transform have the highest correlation. This method 
is referred to as cross common line method (Crowther 1971) 
and has the advantage that finer angular sampling does not 
require a larger number of reference projections.

The cross common line approach is particularly powerful 
for icosahedral particles, for which the symmetry gives rise 
to 60 cross common lines for each transform of a reference 
projection (Crowther 1971; Crowther et al. 1994). The incor-
poration of the symmetry in the search also helps to focus 
the determination of orientations on the icosahedrally related 
elements. This is, for example, helpful, when the icosahedral 
organization of a viral nanoparticle is determined, which 
contains asymmetric components (e.g., packaged genome, 
attached packaging proteins).

3.5.1.3 Helical Assemblies
A special case of multicopy objects are helical assemblies, for 
which the asymmetric unit is related by a radial distance to 
the helical axis, a rotation angle around the helical axis and by 
an axial rise. Other than for conventional multicopy objects, 
the particle images are not the whole helical assembly, but 
overlapping helical segments. For these segments, in projec-
tion, a shift along the helical axis has the same effect as a 
rotation around the helical axis. Therefore, the shift along the 
helical axis is restricted in search space, whereas full rotation 
around the helical axis and a limited tilt (±15°) of the helical 
axis out of plane are permitted (Egelman 2000, 2010; Sachse 
et al. 2007). By identifying the angular orientation and the ori-
gin of each helical segment, it is possible to correct for slight 
deviations from the perfect helical symmetry as would occur 
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44 Viral Nanotechnology

by bending of the helical tube. For shorter helical segments, 
imperfections in the helical symmetry can be more accurately 
corrected. However, shorter segments also contain less infor-
mation, and therefore, their orientation is less precisely deter-
mined than for longer helical segments. Thus, the resolution 
of the final reconstruction of a helical assembly depends criti-
cally on the chosen length of the helical segments.

3.5.1.4  General Considerations for the 
Determination of Orientations

The low spatial frequencies (<1/20 Å−1) are most impor-
tant for the determination of the relative orientations of the 
particle images. Therefore, some search strategies use only 

the low-resolution information of the reference map for ori-
entational searches of the full asymmetric unit on a coarse 
angular grid. After the overall orientation of a particle is 
established, local searches on a finer angular grid follow, 
which include the higher spatial frequencies. This strategy 
helps to find reliable orientations that are not dominated 
by noise correlation, which often occurs if high-frequency 
information is included in the iterative refinement.

3.5.1.5 Reconstruction of the 3D Map of the Object
After the orientations of the particle images have been deter-
mined, the 3D structure of the particle is reconstructed. Image 
reconstruction can be done in real space or in Fourier space. 
Real-space algorithms include weighted back- projection, 
algebraic reconstruction techniques (ARTs), and statistical 
image reconstruction techniques (SIRTs).

Alternatively, reconstructions can also be calculated in 
Fourier space followed by Fourier inversion. Some of the 
approaches have been specifically adapted for icosahedral 
nanoparticles or particles with rotational symmetry and use 
spherical harmonics (Crowther 1971; Navaza 2003; Liu et al. 
2008a; Estrozi and Navaza 2010) in Fourier space. In the fol-
lowing, only the two general approaches of Fourier inversion 
and weighted back-projection will be discussed:

3.5.1.5.1 Fourier Inversion
In electron microscopy, a particle image corresponds to a 
projection of the 3D particle. The 2D Fourier transform of 
such a particle projection is a section through the 3D Fourier 
transform of the particle (Figure 3.5). The orientation of the 
section in Fourier space depends on the orientation of the 
particle in real space. All sections go through the origin of 
the 3D Fourier transform. By adding 2D Fourier transforms 
of many different views of the particle, the 3D Fourier space 
is evenly sampled. Since the grid points of the sections and 
the grid points of the 3D Fourier transform do not neces-
sarily coincide, a proper Fourier interpolation scheme has to 
be implemented (Grigorieff 2007) to minimize the oversam-
pling of the low spatial frequencies. Finally, the real-space 
3D map is calculated by transforming the 3D Fourier trans-
form into real space (Fourier inversion).

The advantage of combining the image data in Fourier 
space is that image information is represented as a function 
of spatial frequencies. Therefore, it is simple to manipulate 
 frequency-dependent modulations such as the CTF of the micro-
scope or the frequency-dependent degradation of the  image 
information. In Fourier space, these factors can be conveniently 
deconvoluted with appropriate frequency-dependent filter func-
tions. Especially the correction of the CTF is effectively done 
during image reconstruction in Fourier space by multiplying the 
Fourier transforms of the individual particle images Fi with the 
respective CTFs ci and summing the products in the 3D Fourier 
transform F. The multiplication downweighs weakly transferred 
data in the averaged transform but misrepresents the ampli-
tudes. In real space, such a map without further correction of 
the amplitudes would appear somewhat skinny and would over-
estimate cavities. Therefore, for a quantitative representation of 
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2D projection
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FIGURE 3.5 Principle of image reconstruction in Fourier space: 
The object (upper row) has different orientations in respect to the 
incident beam. In this example, the object is rotated by 90° around 
its X- and Y-axes. The microscope generates 2D projections of the 
object (second row). These 2D projections are transformed into 2D 
Fourier transforms (third row, labeled I, II, III). The 2D Fourier 
transforms are section of the 3D transform of the object (fourth 
row). The sections go through the origin of the transform and have 
the same relative orientations as the object had relative to the inci-
dent beam (in this case perpendicular). The sections intersect along 
certain lines (blue between I and II, yellow between II and III, and 
green between I and III). Along these lines, the information of inter-
secting transforms is the same. These lines are referred to as cross 
common lines and can be used for determining the orientation of a 
particle. The image is reconstructed by inverse transforming the 3D 
Fourier transform that includes all the 2D Fourier transforms into 
real space (fifth row, surface representation of the reconstruction 
calculated from the three projections shown in the second row).
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45Electron Cryomicroscopy and Image Reconstruction of Viral Nanoparticles

the density of the particle in the 3D map, it is also essential to 
correct the amplitudes. The amplitudes are restored by dividing 
the sum of the Fourier components by the summed square of 
the CTF values. Furthermore, an additional weighting factor wi 
can be introduced that weights images based on their properties 
(e.g., signal-to-noise ratio). Finally, to reduce overrepresentation 
of globally, weakly transferred data, a Wiener weighting factor f 
is included (Böttcher and Crowther 1996; Grigorieff 2007):

 

F
c w F

f c w F
i i i

i

i i i
i

=
∑
∑ 2
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3.5.1.5.2 Back-Projection
Image reconstructions can also be calculated in real space. 
One of the methods is back-projection, which is the inverse 

of projection (Figure 3.6). While the projection compresses a 
3D image into a 2D projection, back-projection smears out the 
2D image information into the third dimension. The direction 
of back-projection is opposite to the direction of projection. 
To calculate an image reconstruction, the image information 
from different projections is back-projected into the direction 
of projection and averaged in the third dimension (Hoppe et al. 
1986). Reconstructions by simple back-projection oversample 
the low-resolution information and thus generate reconstruc-
tions that are dominated by the low spatial frequencies. This 
is counteracted by weighting the image data with a weighting 
function that depends on  the  spatial frequency, the angular 
sampling, and the size of the reconstructed object (for more 
details, see Penczek 2010). Fourier inversion and back-projec-
tion are equivalent methods for reconstructing the 3D volume 
of the object. Some of the equivalent aspects are summarized 
in Table 3.2.

3.5.1.5.3 Postprocessing of the Three-Dimensional Map
In the reconstructed map, the signal at higher spatial frequen-
cies is often underestimated due to the modulation transfer 
function of the detector, the spherical and chromatic aberra-
tions of the electron microscope, uncertainties in the determi-
nation of the orientations of the particles, and conformational 
flexibility of the particles. These factors lead to a fast decay 
of high-resolution information. Therefore, for a realistic rep-
resentation of the map, the signal at higher spatial frequen-
cies has to be adjusted. One way forward is to measure small 
angle x-ray scattering curves of the particle in solution and 
to use these scattering curves for scaling the amplitudes at 
different spatial frequencies (Thuman-Commike et al. 1999). 
Unfortunately, it is not always possible to obtain such experi-
mental scattering curves. Alternatively, Guinier plots (natu-
ral logarithm of the average structure factor as a function of 
spatial frequency2 1/d2) can be used to estimate the decay 
of the signal (Rosenthal and Henderson 2003). This follows 
the assumption that in the absence of any decay, the struc-
ture factors at higher spatial frequencies (>1/10 Å−1) depend 
mainly on the random distribution of atoms and change very 
little with the spatial frequencies. The decay can be estimated 
by determining the linear slope of the Guinier plot at these 
higher spatial frequencies. The slope is comparable to the 
B-factor in crystallography. Depending on the resolution of 
the final map, B-factors between 150 Å2 for high-resolution 
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FIGURE 3.6 Image reconstruction in real space by back- projection. 
The object and its 2D projections are the same as shown in the 
example in Figure 3.5. The image is back-projected in the opposite 
direction as it was projected by expanding the gray values of the pro-
jection uniformly into the third dimension. The 3D back-projections 
of the different 2D projections are averaged in a single 3D map. A 
surface representation of the averaged back-projections is shown in 
the center of the map (3D map).

TABLE 3.2
Comparison of Image Reconstruction in Fourier Space and in Real Space

Real Space Fourier Space 

Conversion to Fourier space: Fourier transform Conversion to real space: inverse Fourier transform

2D projection of image Fourier transform of 2D projection

Back-projected 2D projection Fourier transform of 2D projection as a section of the 3D Fourier transform

Diameter D of reconstructed object Thickness of 2D section in the 3D Fourier transform of object: 1/D

3D image reconstruction of object: back-projections of all image 
projections averaged in the third dimension

Fourier transform of 3D image reconstruction of object: Fourier transforms of all 
2D projection added as sections in the 3D Fourier transform

Weighted back-projection of object (for review: Penczek 2010) Averaging of Fourier sections with Fourier interpolation scheme (Grigorieff 2007)
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46 Viral Nanotechnology

EM maps (<4 Å) and 1000 Å2 for intermediate-resolution EM 
maps (around 10 Å) have been reported. Subsequently, the 
signal at higher spatial frequencies in the maps is restored by 
applying a negative B-factor.

3.5.2 image proCeSSing oF unique oBjeCtS

For unique objects, all image information is obtained from a 
tilt series of the same object. Then, this tilt series is used for 
a tomographic reconstruction of the 3D map of the unique 
object. Similar to multicopy objects, the image process-
ing of the tomograms consists of several steps that include 
 preparing the images of the tilt series for further processing, 
aligning the different views of the tilt series to a common 
origin, determining the tilt angle and the orientation of the 
tilt axis, and finally reconstructing the 3D map of the object.

The considerations for preparing the raw data for further 
processing are similar as that for multicopy objects. In the 
preparation step, the images of the tilt series are cropped to 
the relevant area and to the same size. The gray value his-
tograms of the individual images of the series are normal-
ized and outliers such as very bright or very dark pixels are 
replaced by the average density of the surrounding pixels

In the next step, the images of the tilt series are aligned 
to a common origin and the orientation of the tilt axis and 
the tilt angle are calculated. The strategies for the alignment 
of the tilt series are somewhat different from the strategies 
used for multicopy objects: in principle, the common origin 
between the images of the tilt series could be determined by 
the cross-correlation between subsequent images of the tilt 
series, and the orientation of the tilt axis and the tilt angle 
are already known from the experimental setup. However, 
the accuracy with which these parameters are determined is 
insufficient for calculating high-resolution tomograms. The 
relative orientation of the images is more precisely deter-
mined by using fiducial markers. Such fiducials are colloi-
dal gold particles, which can be easily identified in low-dose 
images (Fung et al. 1996; Diez et al. 2006) or landmarks in 
many small high- contrast patches of the image (Brandt et al. 
2001; Castano-Diez et  al. 2007; Sorzano et  al. 2009). The 
exact position of the gold fiducials is determined by the den-
sity profile of the electron-dense marker, whereas the rela-
tive positions of the landmarks in patches are determined by 
cross-correlation. Then the tilt angle, the direction of the tilt 
axis, and the common origin of the micrographs of the series 
are determined by solving the transformation matrix and 
using the relative position of the same fiducials or landmarks 
in different images as input.

Subsequently, the tilt angle, the tilt axis, and the origin of 
the images of the tilt series are used to calculate the 3D image 
reconstruction, which is often done by weighted back-projection 
(see earlier text, multicopy objects). The image reconstruction 
is noisy due to the low dose of the individual images of the tilt 
series and the little overlap in information between subsequent 
images of the series. Furthermore, the limited tilt leads to miss-
ing information in the z-direction and thus an anisotropic repre-
sentation of details in the reconstruction (Figure 3.7). Features 

that are orientated perpendicular to the optical axis of the 
microscope are more accurately represented than features that 
have the same direction as the optical axis. For example, surface 
representations of tomograms of spherical virus particles often 
show details at the sides of the particle but are lacking the caps 
at the top and at the bottom (Figure 3.7).

3.5.2.1 Denoising of Tomograms
An important strategy for improving the representation of 
the image information is the denoising of the tomographic 
reconstructions. Many different techniques are available. 
Simple  filters such as low-pass filter and block convolution 
are already quite efficient. In a low-pass filter, the higher spa-
tial frequencies are attenuated, whereas low spatial frequen-
cies are not affected. The filtration is done in Fourier space 
by multiplying the transform of the reconstruction with a fil-
ter function, which contains a spatial frequency-dependent 
weighting factor. The cutoff frequency for the filter is often 
chosen within the first transfer band of the CTF of the highest 
defocused image in the series. This avoids that information 
with the opposite contrast is included in the image recon-
struction and thus makes correcting the image reconstruction 
for the CTF unnecessary. A filter function with a hard cutoff 
value in Fourier space introduces ripples at the edges of a 
high-contrast object in real space. Therefore, the edge of the 
filter function is typically smooth and gradually changes the 
weight over a larger frequency band, often with a Gaussian 
falloff. Generally, the low-pass filter suppresses high spatial 
frequencies, which are dominated by noise. Block convolu-
tion filters have a similar effect as low-pass filters but are 
computed in real space. In a block convolution, each pixel 
of the reconstruction is replaced by the average of the pix-
els in the surrounding subvolume. The size of the subvolume 
 corresponds to the cutoff frequency in the low-pass filter.

Block convolution and low-pass filter only affect the trans-
fer of the information, but they do not change the representa-
tion of the transmitted data. This is in contrast to filters that 
enhance certain features. Examples for such filters are median 
filters and anisotropic diffusion filters. Median filters work 
similarly as block convolution filters with the main difference 
that the pixel in the reconstruction is the median gray value 
of the surrounding subvolume instead of the average gray 
value. The median gray value is the value in the middle of 
the sorted series of gray values of the subvolume. Median fil-
ters are computationally more costly than block convolutions, 
but have the advantage that they enhance edges of features in 
the tomogram. The effect is further improved by applying the 
median filter several times iteratively to the tomogram (van 
der Heide et al. 2007). While edges are enhanced, features 
that are smaller than half of the box size of the median fil-
ter are potentially lost. Another approach for enhancing fea-
tures in the tomogram is a nonlinear, anisotropic diffusion 
filter (Frangakis and Hegerl 1999, 2001; Fernandez and Li 
2003). This type of filter takes the local gray value gradient 
into account and thus acts differently on noise and on signal 
of high- and low-contrast features. Therefore, details in the 
reconstruction are preserved and noise is efficiently repressed.
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47Electron Cryomicroscopy and Image Reconstruction of Viral Nanoparticles

While simple filters such as block convolution and low-
pass filter do not change the signal-to-noise in the trans-
mitted resolution band, edge-enhancing filters do. Thus, 
edge-enhancing filters can increase the resolution somewhat. 
Denoising of tomograms is an essential step for improving 
the interpretability of the reconstructions and for calculating 
surface representations of a tomogram (Figure 3.7b).

3.5.2.2 Subtomogram Averaging
The resolution of a unique object in a tomogram is limited 
by noise. Currently, there are no strategies to overcome this 
limitation. However, unique objects often contain repeating 
building blocks, which can be regarded as multicopy objects 
within the unique object. Examples for such multicopy 
objects in polymorphic viral nanoparticles are virus surface 
glycoproteins (Liu et al. 2008b; Huiskonen et al. 2010; Tran 
et al. 2012; Maurer et al. 2013) and internal structural virus 

proteins (de Marco et al. 2010; Bharat et al. 2011; Liljeroos 
et al. 2011; Schur et al. 2013), which both have been studied 
by subtomogram averaging.

Subtomogram averaging involves similar steps as image 
processing of isolated multicopy objects with the exception 
that the data do not consist of individual projections of the 
multicopy object but of 3D volumes with anisotropic resolu-
tion (due to the limited tilt of the tomogram). The workflow 
for subtomogram averaging consists of the identification of 
the multicopy object within the tomogram either by identify-
ing the multicopy objects manually or by cross-correlating 
the tomogram with a template in different orientations. The 
highest cross-correlation peaks between the tomogram and 
the template are the likely positions of the multicopy objects 
within the tomogram. Often additional prior knowledge about 
the likely position of the object in the tomogram is incorpo-
rated for selecting the cross-correlation peaks. For example, 

(a)
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FIGURE 3.7 Tomogram of HIV virions (EMDB 1155, Briggs et al. 2006). (a) Left panels show surface representations of median filtered 
tomogram of a HIV virion; right panels show slices through the center of the tomogram of the virion in the same orientation as in the cor-
responding left panel. The position of the tilt axis is indicated in red in the surface representations, and the x, y, and z directions are labeled 
in the corresponding slices in the right panels. The length of the scale bar equals 100 nm. Different levels of detail are resolved in the tomo-
gram, depending on the orientation relative to the tilt axis, demonstrating the effect of anisotropic resolution due to the limited tilt. (b) The 
top panel shows a surface representation of an unfiltered tomogram of several virions (EMDB 1155). The bottom panel shows a surface rep-
resentation of the median filtered tomogram. Median filtering clearly reduces noise in the background and enhances the edges of the virions.
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if the multicopy object is membrane bound or is located in a 
certain layer of the capsid, cross-correlation peaks at other 
places in the tomogram are ignored.

After the positions of the objects in the tomogram have 
been identified, small subvolumes of equal size are cut 
out. Ideally, the subvolumes contain one copy of the object 
each. In the next step, the subvolumes are aligned rotation-
ally and translationally to a common reference volume. For 
the alignment, the missing wedge of the tomogram is taken 
into account and cross-correlation is restricted to informa-
tion that is present in the reference and in the subvolume. 
Finally, aligned subvolumes are averaged and the whole pro-
cess of alignment and averaging is repeated with the aver-
aged subvolume as new reference. Often the template-based 
identification of the multicopy objects in the tomogram is 
also included in the iterative refinement process, because the 
accuracy of the localization of the multicopy objects within 
the tomogram improves with the improving template map.

The average of many aligned copies of a randomly ori-
entated object has isotropic resolution, which is in contrast 
to the tomogram of the unique object. Furthermore, much 
higher resolution can be obtained in the subtomogram aver-
age, because the information of many objects is averaged. 
Thus, by averaging, the signal-to-noise ratio can be improved 
beyond the limit that is dictated by the tolerable dose of the 
unique object. It has been demonstrated that subnanometer 
resolution is achievable by subtomogram averaging of some 
700,000 copies (Schur et al. 2013) (Figure 3.8).

The processing of subtomograms does not only give struc-
tural information of the multicopy object but it also informs 
where a certain multicopy object is located within a unique 

object and what its spatial relation to other objects is. This 
information gives important biological insights into the 
structural building principles of polymorphic particles.

3.6  EXAMPLES OF ELECTRON 
CRYOMICROSCOPY OF VIRAL 
NANOPARTICLES

Over the past 30 years, countless structural studies by elec-
tron cryomicroscopy and image processing of diverse viral 
nanoparticles have been published. These studies covered a 
wide range of aspects including structure determination of 
highly symmetrical icosahedral and helical virus particles 
and determining systematic breaks of their symmetry. These 
studies gave insights into the structural maturation of viral 
capsids and the packaging of the genome as well as of its 
delivery to the host.

3.6.1  high-reSolution StruCtural StudieS 
oF iCoSahedral nanopartiCleS

For regular icosahedral nanoparticles, electron cryomi-
croscopy and image processing has emerged as an impor-
tant alternative to crystallographic studies. The strength of 
electron cryomicroscopy is that the nanoparticles are stud-
ied under almost physiological buffer conditions unhin-
dered by crystal contacts. Until the end of 2013, some 42 
structures of viral nanoparticles or viral proteins with reso-
lutions between 3.1 and 5 Å (Table 3.3) have been depos-
ited in the EMDB, which is the unified repository for EM 

(a) Real-space helical reconstruction (b) Subtomogram averaging

FIGURE 3.8 Surface representations of Mason-Pfizer Monkey virus capsid domain of Gag protein at 7–8 Å resolution with fitted model of 
the C-terminal (red and green) and N-terminal (yellow and blue) part of the capsid domain (4ARD, Bharat et al. 2012). (a) Real-space recon-
struction of the helical assemblies followed by averaging of the independent copies in the asymmetric unit (EMD 2090, Bharat et al. 2012). 
Averaging of 344,000 units gave a resolution of 6.8 Å. (b) Subtomogram averaging of the capsid domain of the helical tubes. Averaging of 
728,000 units gave a resolution of 8.3 Å (EMD 2488, Schur et al. 2013). Both reconstructions show a similar level of detail indicating that 
subtomogram averaging can deliver subnanometer resolution maps with similar reliability as conventional processing of multicopy objects. 
The length of the scale bar equals 1 nm.
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TABLE 3.3
Maps of Viral Nanoparticles with 3–5 Å Resolution, Which Have Been Deposited in the EMDB until the End of 2013

Virus EMDB Entry
Publication 

Year Resolution Microscope
Voltage 

(kV) Detector
Averaged Number 
of Particles/Units Remarks Citations

Adeno-associated 
virus

EMD-5681 2013 4.8 Å FEI
Titan Krios

120 Gatan Ultrascan
4k × 4k
CCD camera

70,725 particles/4.2 
Mio units

Localization of sucrose octa sulfate in difference 
maps.

Xie et al. 
(2013)

Adeno-associated 
virus

EMD-5415 2012 4.5 Å FEI
Titan Krios

120 Gatan
Ultrascan
4k × 4k
CCD camera

27,312 particles/1.6 
Mio units

Localization of an engineered loop. Structural 
differences to other serotypes might explain the 
different tropoism of the engineered virus.

Lerch et al. 
(2012)

Cytoplasmic 
polyhedrosis 
virus: Bombyx 
mori cypovirus 1

EMD-1508 2008 3.9 Å FEI
Polara

300 TVIPS
4k × 4k
CCD camera

12,814 
particles/768,840 
units

The structure of the whole virus was built de novo 
with O.

Yu et al. 
(2008)

Cytoplasmic 
polyhedrosis 
virus: Bombyx 
mori cypovirus

EMD-5233 2011 3.9 Å FEI
Titan Krios

300 Gatan
Ultrascan
4k × 4k
CCD camera

29,000 particles/1.7 
Mio units

Cheng et al. 
(2011)

Cytoplasmic 
polyhedrosis 
virus: Bombyx 
mori cypovirus

EMD-5256 2011 3.1 Å FEI
Titan Krios

300 Film Kodak
SO169

28,993 particles/1.7 
Mio units

This 3.1 Å resolution map–enabled building of atomic 
models for all the structural proteins of CPV.

Yu et al. 
(2011)

Cytoplasmic 
polyhedrosis 
virus: Bombyx 
mori cypovirus

EMD-5376 2012 4.1 Å FEI
Titan Krios

300 Gatan
Ultrascan
4k × 4k
CCD camera

8,000 
particles/480,000 
units

The map reveals small-scale structural changes in the 
capsid that only occur in the transcribing virus.

Yang et al. 
(2012)

Sulfolobus 
turreted

Icosahedral virus

EMD-5584 2013 4.5 Å FEI
Titan Krios

300 FEI
Falcon I
Direct detector

8,903 
particles/534,180 
units

The map reveals the structure of the whole virus and 
allows model building of the Cα trace.

Veesler 
et al. 
(2013)

Penicillium 
chrysogenum 
virus

EMD-5600 To be 
published

4.1 Å FEI
Tecnai F30

300 Luque et al. 
(2014)

Aquareovirus 
capsid proteins: 
Grass carp 
reovirus

EMD-1653 2010 4.5 Å FEI
Polara

300 TVIPS
4k × 4k
CCD camera

15,000 
particles/900,000 
units

The structural modeling is based on homology 
modeling and constraints by the EM map.

Cheng et al. 
(2010)

(Continued)
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TABLE 3.3 (Continued )
Maps of Viral Nanoparticles with 3–5 Å Resolution, Which Have Been Deposited in the EMDB until the End of 2013

Virus EMDB Entry
Publication 

Year Resolution Microscope
Voltage 

(kV) Detector
Averaged Number 
of Particles/Units Remarks Citations

Prochlorococcus 
phage P-SSP7

EMD-1713 2010 4.6 Å JEOL 
3200FSC

Energy filter

300 Film
Kodak SO163

36,000 particles/2.2 
Mio units

The processing of the data without imposed 
icosahedral symmetry shows the structure of the 
portal protein at one of the vertices at 9 Å resolution.

Liu et al. 
(2010b)

Enterobacteria 
phage P22

EMD-1824
EMD-1826

2011 3.8 and 4 Å JEOL 
3200FSC

Energy filter
Specimen
temperature
4 K

300 Film
Kodak SO163

23,400 particles/1.4 
Mio units and 
18,300 particles/1.1 
Mio units

This study compares the structure of the empty 
procapsid (EMD 1824) with the structure of the 
infectious virus particle (EMD 1826) at 4 Å resolution.

The study reveals the role of the scaffolding protein 
and shows that the capsid undergoes coordinated 
conformational changes upon transition from the 
procapsid into the mature virion.

Chen et al. 
(2011)

Bordetella phage
BPP-1

EMD-5764
EMD-5765
EMD-5766

2013 3.5 Å FEI
Titan Krios

300 Film
Kodak
SO163

39,549 particles/2.4 
Mio units

The map shows a noncircularly permuted Johnson 
fold topology of MCP.

Zhang et al. 
(2013)

Dengue virus 
serotype 1

EMD-2142 2013 4.2 Å for virus 
and 3.5 Å for 
averaged 
heterotetramer

FEI
Titan Krios

300 Film
Kodak SO163

32,569 particles/2 
Mio units and 6 
Mio averaged 
heterotetramers

Three heterotetramers in the asymmetric unit were 
averaged for improving the resolution of the 
heterotetramer.

Zhang et al. 
(2013)

Bovine 
adenovirus 3

EMD-2272 
and 
EMD-2273

2013 4.5 and 4.5 Å FEI
Titan Krios

300 Cheng et al. 
(2014)

Human 
adenovirus 
type 5

EMD-5172 2010 3.6 Å FEI
Titan Krios

300 Film
Kodak SO163

31,815 particles/1.9 
Mio units

The map identifies the residues that are important for 
the interaction between the minor and major 
proteins. The residues were further validated by 
mutational studies, which showed a mutation-
dependent modulation of the particle stability.

Liu et al. 
(2010a)

Human 
adenovirus 
type 5

EMD-5467 2012 4.2 Å FEI
Titan Krios

300 Gatan Ultrascan
4k × 4k
CCD camera

21,000 particles/1.3 
Mio units

The map resolves large parts of the fiber at a 
somewhat lower resolution than the capsid. The Ad5 
capsid is pseudotyped with the Ad35 fiber. The map 
provides insights into the fiber–receptor interaction.

Cao et al. 
(2012)

Hepatitis B core 
protein

EMD-2278 2013 3.5 Å FEI
Titan Krios

300 Film
Kodak SO163

8,093 
particles/485,580 
units

The map of the full-length protein Hepatitis B core 
antigen complements information from the crystal 
structure of the C-terminally truncated protein 
(Wynne et al. 1999). The C-terminal linker domain 
is differently orientated than in the previously 
published crystal structure.

Yu et al. 
(2013)

Pseudomonas 
phage phi6

EMD-2364 2013 4.4 Å FEI
Titan Krios

300 Film
Kodak SO163

18,236 particles/1 
Mio units

Comparison of the P1 capsid protein in the capsid 
(EM map) with the crystallized P1 pentamers reveals 
the likely conformational switch that drives capsid 
maturation.

Nemecek 
et al. (2013)

(Continued)
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TABLE 3.3 (Continued )
Maps of Viral Nanoparticles with 3–5 Å Resolution, Which Have Been Deposited in the EMDB until the End of 2013

Virus EMDB Entry
Publication 

Year Resolution Microscope
Voltage 

(kV) Detector
Averaged Number 
of Particles/Units Remarks Citations

Dengue virus 
(mature)

EMD-5499 
(partial map)

EMD-5520 
(full map)

2013 3.6 Å FEI
Titan Krios

300 Film
Kodak SO163

9,288 
particles/557,280 
units

The map shows the mature virus. Comparison to other 
states gives insights into the pH-dependent 
maturation process of the capsid.

Zhang et al. 
(2013)

Dengue virus 
type 4

EMD-2485 2013 4.1 Å FEI
Titan Krios

300 FEI Falcon I 
direct detector

16,602 particles/1 
Mio units

The comparison to structures of other dengue virus 
serotypes suggests differences in the surface charge 
distribution, which may explain the differences in 
the cellular receptor binding.

Kostyuchenko 
et al. (2014)

Bacteriophage 
epsilon 15

EMD-5003 2008 4.5 Å JEOL 
3000SFF

4.2 K

300 Film
Kodak SO163

36,259 particles/2.1 
Mio units

The complete backbone trace of the major capsid 
protein (gene product 7) was derived from this map.

Jiang et al. 
(2008)

Bacteriophage 
epsilon 15

EMD-5678 2013 4.5 Å JEOL 
3000SFF 
Energy filter

300 Film
Kodak SO163

14,000 
particles/840,000 
units

The resolution and reliability of the maps was 
validated by comparing multiple independent 
datasets.

Baker et al. 
(2013)

Bovine Papilloma 
virus type 1

EMD-5155 
and 
EMD-5156

2010 4.2 and 3.6 Å 
after sixfold 
averaging

FEI
Tecnai F30

300 Film
Kodak
SO163

3,997 
particles/239,820 
units and 1.4 Mio 
quasiequivalent units

The structural data suggest a different mode of 
interaction between the 72 pentameric units in the 
icosahedral capsid than deduced from an earlier 
crystal structure (Modis et al. 2002).

Wolf et al. 
(2010)

Aquareovirus EMD-5160 2010 3.3 Å FEI
Titan Krios

300 Film Kodak 
SO163

18,464 particles/1.1 
Mio units

The map shows that autocleavage of the membrane 
protein is important for priming the virus for cell 
entry. The map shows enough detail to suggest that 
Lys84 and Glu76 may facilitate the autocleavage in a 
nucleophilic attack.

Zhang et al. 
(2010)

Rhesus rotavirus EMD-5199 2011 3.8 Å FEI
Tecnai F30

300 Film
Kodak SO163

4,187 particles/3.2 
Mio quasiequivalent 
units (averaging of 
the 60 asymmetric 
units and the 13 
quasiequivalent units 
in the asymmetric 
unit)

The maps show how the two subfragments of VP4 
(VP8* and VP5*) retain their association after 
proteolytic cleavage in the infectious virion.

Settembre 
et al. (2011)

Bovine rotavirus EMD-1461 2008 3.8 Å FEI
Tecnai F30

300 Film Kodak
SO163

8,400 particles/6.5 
Mio quasiequivalent 
units

The study was used as proof of concept and for 
methods development; the comparison of the EM 
map with the x-ray structure of rotavirus at a similar 
resolution shows similar clarity and level of detail.

Zhang et al. 
(2008)

Rotavirus VP6 EMD-1752 2010 3.5 Å FEI
Tecnai F30

300 Film
Kodak SO163

7,000 particles (from 
Zhang et al.  
2008)/5.5 Mio 
quasiequivalent units

Same data were used as in Zhang et al. (2008), but the 
data were processed with symmetry-adapted 
functions. The final map shows a clear improvement 
in resolution.

Estrozi and 
Navaza 
(2010)

(Continued)
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TABLE 3.3 (Continued)
Maps of Viral Nanoparticles with 3–5 Å Resolution, Which Have Been Deposited in the EMDB until the End of 2013

Virus EMDB Entry
Publication 

Year Resolution Microscope
Voltage 

(kV) Detector
Averaged Number 
of Particles/Units Remarks Citations

Rotavirus VP6 EMD-5487 
and 
EMD-5488

2012 4.9 Å (no movie 
motion 
correction) and 
4.4 Å (motion 
corrected)

FEI
Tecnai F20

200 Direct Detector
DE12
Movies

807 particles/630,000 
quasiequivalent 
units

The study was used as test of performance for direct 
counting detectors. Furthermore, the advantage of 
movie processing over processing of single 
high-dose images was tested; processing of separate 
movie frames leads to better results.

Campbell 
et al. (2012)

Rotavirus 
VP6–VP7 
complex

EMD-1609 2009 4.2 Å FEI
Tecnai F30

300 Film Kodak 
SO163

3,780 particles/2.9 
Mio quasiequivalent 
units

The map was used to build the structure of VP7. The 
model shows the N-terminal arm, which is missing 
in the crystal structure (Aoki et al. 2009).

Chen et al. 
(2009)

Venezuelan 
equine 
encephalitis 
virus

EMD-5275 
and 
EMD-5276

2011 4.8 and 4.4 Å Jeol
3200FSC 
Energy 
filter

300 Gatan Ultrascan
4k × 4k
CCD camera

37,000 particles/2.2 
Mio units and 8.8 
Mio quasiequivalent 
units

The map resolves features that were missing in the 
crystal structures of domains of alphavirus subunits. 
These features are implicated in the fusion, 
assembly, and budding processes of alphaviruses.

Zhang et al. 
(2011)

Sputnik virus EMD-5495 
and 
EMD-5496

2012 3.5 and 3.8 Å FEI
Titan Krios

300 Film Kodak
SO163

12,000 
particles/720,000 
units and 12,000 
particles/720,000 
units

The structure could be solved, where x-ray 
crystallography was not feasible.

Particles were imaged over thin carbon film.

Zhang et al. 
(2012)

Tobacco mosaic 
virus

EMD-1316 2007 4.4 Å FEI
Tecnai 30

200 Film
Kodak
SO163

135 particles/212,550 
units

The map identified better ordered region at lower radii 
(res 88–109) than previous x-ray fiber diffraction 
studies (Namba et al. 1989); most likely the 
reconstruction shows a different stable state of the 
capsid, which might be relevant for assembly/
disassembly.

Sachse et al. 
(2007)

Tobacco mosaic 
virus

EMD-1730 2010 4.6 Å FEI
Polara

300 Gatan Ultrascan
4k × 4k
CCD camera

260,000 units The study was done as a proof of principle that 
conventional CCD cameras are suitable for 
high-resolution structural studies.

The map shows the same solution structure as 
reported by the other cryo-EM study (Sachse et al. 
2007).

Clare and 
Orlova 
(2010)

Tobacco mosaic 
virus

EMD-5185 2011 3.3 Å FEI
Titan Krios

300 Film
Kodak SO 163

43,000 helical 
segments

1.3 Mio units

This work demonstrates that helical reconstruction is 
possible to atomic resolution. The map shows TMV 
in its metastable calcium-free assembly state, which 
is distinctly different from the x-ray fiber diffraction 
map of TMV (Namba et al. 1989).

Ge and Zhou 
(2011)
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structures (Lawson et al. 2011). Analysis of the experimen-
tal conditions (Figure 3.9) highlights the important fac-
tors for achieving high resolution: Most of the structures 
have been obtained at an accelerating voltage of 300 kV, 
whereas only four structures have been determined from 
data recorded at lower voltages (two at 120 kV and two 
at 200 kV). All apart from one of the highest-resolution 
structures (<4 Å) were recorded on conventional film. 
Furthermore, the median number of units, which was aver-
aged in a map with a resolution better than 5 Å, was 1.3 mil-
lion, which is two to three orders of magnitude larger than 
what is expected if the only limiting factor would be the 
scattering efficiency of the object for electrons (Henderson 
1995). In general, in the 3–5 Å resolution range, maps do 
not show a strong dependency of the resolution on the num-
ber of averaged units. This implies that other factors such 
as the structural heterogeneity of the particles, limitations 
in the imaging system, and beam-induced movement limit 
the resolution much more than the signal-to-noise ratio of 
the images. Interestingly, the four structures that have been 
determined with direct detectors (Falcon I or DE12) do not 
show any significant reduction in the number of averaged 
units, which are required for achieving a certain resolution 
compared to film or conventional CCD or CMOS detectors. 
This suggests that current image processing either cannot 
exploit the better signal transfer of the direct detectors at 
higher spatial frequencies or that the signal transfer of the 
detector is not the limiting factor. Probably, more studies 
will be needed to optimize the experimental conditions 
for the use of direct detectors to fully realize the poten-
tial of this new technology.

Maps derived from electron micrographs typically show 
very clear density with similar if not more detail than x-ray 
maps of the same object at the same resolution. Since electron 

microscopy starts to deliver more and more maps with 
comparable resolution as x-ray crystallography, it becomes 
important that resolution estimates in crystallography and 
electron microscopy give the same values for maps with 
similarly well-resolved features. The determination of the 
resolution in electron microscopy uses Fourier shell correla-
tion between maps of two independent halves of the data for 
estimating the resolution (Harauz and Van Heel 1986). The 
Fourier shell correlation informs how well the halves agree 
at different spatial frequency and thus also give an estimate 
of the signal-to-noise ratio at these frequencies. For giving a 
single resolution value, a cutoff for the correlation (or signal-
to-noise ratio) is required to determine the highest spatial 
frequency that still contains interpretable information. For a 
long time, there was a controversy which cutoff value is the 
correct one to use. Finally, Rosenthal and Henderson have 
shown that theoretically a Fourier shell correlation of 0.143 
between maps of two independent halves of the noisy data 
(Rosenthal and Henderson 2003) equals a Fourier shell cor-
relation of 0.5 (and thus a signal-to-noise ratio of 1) between 
a map of the combined image data and a noise-free refer-
ence map. Therefore, they suggested that a map with a resolu-
tion determined by a Fourier shell correlation cutoff of 0.143 
between the two halves should have a similar quality as an 
x-ray map with the same resolution. Now that higher-resolu-
tion EM maps become available, this theoretical consider-
ation can be tested and indeed the level of detail in EM maps 
and x-ray maps is most similar at the resolution given by the 
0.143 cutoff criterion.

The higher-resolution EM maps contain sufficient infor-
mation for building atomic models from scratch. They 
also show sufficient detail of the side chains to understand 
molecular switching mechanisms. An example for the qual-
ity of an EM density map together with the built-in structure 
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120 kV Film SO163 Gatan-CCD Falcon I-direct detector
DE12 direct detector (200 kV)Tvips CMOS-camera

FIGURE 3.9 Plot of the resolution vs. the number of averaged units for maps of viral nanoparticles with 3–5 Å resolution taken with dif-
ferent types of detectors and at different accelerating voltages (see Table 3.3 for details). There is no strong dependency between the resolu-
tion and the number of averaged units in this resolution range. Maps with resolution better than 4 Å were predominantly recorded on film.
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54 Viral Nanotechnology

is shown in Figure 3.10 for the cytoplasmic polyhedrosis 
virus (Yu et  al. 2011), which is the map with the highest 
resolution of a viral nanoparticle reported until the end of 
2013. The map shows sufficient detail for ab initio building 
of the structures of all five proteins in the asymmetric unit. 
For the refinement of the model, CNS (Crystallography and 
NMR System; Brunger et al. 1998; Brunger 2007) was used, 
which is a toolbox designed for model building in crystal-
lography and NMR. To make the EM map accessible to the 
toolbox, pseudocrystallographic structure factors have been 
computed by arranging the EM density into a hypotheti-
cal crystal. With these pseudocrystallographic structure 
factors, standard crystallographic refinement procedures 
could be used for refining the atomic model against the 
map. Finally, the validity of the derived model was tested 
by calculating a free R factor, which is 27.3 for the model of 
the asymmetric unit of the cytoplasmic polyhedrosis virus 
against the EM map.

The somewhat lower-resolution structures (4–5 Å) of 
viral nanoparticles resolve the secondary structural elements 
but do not resolve all types of side chains. In many cases, 
the information of these maps is still sufficient for building 
Cα traces of the proteins from scratch. However, depending 
on the resolution of the map, building the Cα trace can be 
error prone. As an alternative to ab initio model building, 
homology models can be adapted to the observed density 
maps (Topf et al. 2008; Cheng et al. 2010; Zhu et al. 2010). 
The approach uses the cryo-EM map as additional constraint 
for the homology modeling and thus also allows modeling of 
conformational changes between the observed structure and 
the known structure of a homologue. The method is based 
on molecular dynamics simulations of the model with the 
density map as a force field that drives the model into the 
EM map (Topf et al. 2008). For reducing the computational 
demand of the molecular dynamics simulations, the model 
refinement can be focused onto areas that do not fit well into 

the observed EM map (Zhu et al. 2010). The method is very 
powerful and works similarly well with lower-resolution maps 
(resolution ≈ 7 Å) as constraints (Zhu et al. 2010). Therefore, 
structure-guided homology modeling is an emerging tool for 
modeling the structure of viral nanoparticles from EM maps 
at intermediate resolution.

3.6.2 dealing with aSymmetriC attaChmentS

Many icosahedral viral nanoparticles have single asymmet-
ric attachments at one of their vertices like, for example, 
portal proteins that are essential for genome packaging 
and genome delivery to the host. To understand the func-
tion of these portal proteins in greater structural detail, it is 
necessary to investigate them in the context of the capsid. 
However, the information of the single portal overlaps with 
the image information of the icosahedrally ordered capsid 
that dominates the image information. Icosahedrally aver-
aged capsids only show weak ghosts of the portal proteins 
at all vertices. Just relaxing the symmetry in the processing 
of the whole assembly is often not sufficient to determine 
the unique orientations of the capsids together with the por-
tal at one of the vertices. To overcome this problem, one 
strategy is to generate an artificial reference, which con-
tains one asymmetric attachment on a single vertex. Such 
a reference can be generated, by combining the symmetric 
reconstruction of the capsid with the reconstruction of an 
isolated attachment added to one of the vertices (Lander 
et  al. 2006). In addition, the ghosts of the attachments at 
the other vertices are masked off to enhance the asymmet-
ric contribution of the single attachment. This generates an 
artificial reference model of the whole assembly with the 
densities of the unique portal and of the capsid being at 
the same level. Such a reference is suitable for determin-
ing the unique orientations of the capsids with attached 
portal. This approach was quite successful for processing 

(a) (b)

FIGURE 3.10 Model of the structural proteins VP1, VP3, and VP5 of Bombyx mori cypovirus capsid (3IXZ) built into the EM map 
(EMDB 5656) of the virus capsid at 3.1 Å resolution (Yu et al. 2011). (a) Two VP1 (green and cyan), one VP3 (blue) and two VP5 (red and 
yellow) proteins in the asymmetric unit together with the EM density map (gray). (b) A close-up of VP1 of the area indicated by a square 
in (a). The Cα backbone of the model is represented as a green ribbon diagram and the side chains are colored by element. The EM map 
shows distinct densities for the side chains of most residues. In both panels, the length of the scale bar equals 1 nm.
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bacteriophages such as P22 (Tang et al. 2011) for which the 
capsid together with its portal protein could be resolved at 
subnanometer resolution (Figure 3.11a).

For smaller attachments or attachments at several sides of 
the icosahedral nanoparticle, it is more difficult to identify the 
position and the structure of the asymmetric contribution. For 
these assemblies, an alternative approach has been proposed, 
which aims at only reconstructing the asymmetric attachment 
at a vertex of the capsid (Briggs et al. 2005). In these vertex 
reconstructions, the capsids are first processed, assuming full 
icosahedral symmetry. Then the orientational information of 
the capsid is used to identify the positions of the vertices. The 
vertices are extracted and their image information is classified 
to discern between vertices with and without attachments. For 
the vertices with attachment, the position and the out-of-plane 
tilt of the attachment is already known from the capsid orienta-
tion. So, the only parameter that is still missing is the relative 
rotation of the attachment around the vertex axis, which can be 
determined by angular reconstitution (Schatz et al. 1997). An 
example is shown for the hexameric packaging motor (about 
200 kDa), which is attached to the fivefold vertex of the ico-
sahedral polymerase complex (about 33 MDa) of cystovirus 
Ф8 (Huiskonen et al. 2007) in Figure 3.11b. Here, a very small 
attachment can be correctly reconstructed without disturbance 
by the some 150 times larger icosahedral carrier.
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(a) (b)

FIGURE 3.11 Reconstruction of asymmetric attachments to icosahedral viral nanoparticles: (a) Asymmetric reconstruction of P22 together 
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