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1 Fréchet Map Matching

Consider the polyline-and-graph parameter space from the video “Odds & Ends: Fréchet di-
stance map matching.” Given a particular maximum Fréchet distance e, consider the question:
does there exists a path in G that has Fréchet distance at most € to the polyline P? How can
you tell from the free space diagram whether this is the case — what kind of path, from where
to where, are we looking for? You may ignore the question of how to compute if such a path
exists. (3 Punkte)

2 Run-length Encoding

The video “Odds & Ends: GloBiMaps” briefly mentions run-length encoding for the black
and white pixels along one row of a bitmap image. Note that a such a row is basically a string
over the binary alphabet {0,1}. In this exercise we will represent the black pixels by 1 (and
therefore in the dataset from the video, the string is mostly 0).

One way to represent a string A = (a1, az,...,a,) € {0,1}" is to just write the literal values
using n bits; the length of the string can be observed from the number of bits. Run-length
encoding is a general idea for compressing strings if we expect long runs of repeated symbols;
let a “run” be a maximal interval in the string that contains only a single symbol. For example,
a run-length encoding represents 1111100000011 as “6 x 1, 6 x 0, 2 x 1”; in general, this is
a list of tuples (¢;,v;) representing a run of ¢; repeats of the symbol v;. But this idea is not
yet a full specification: how do we represent this as a binary string?

(a) Given that a; € {0,1}, just writing v; takes only a single bit. Describe how can we get
away with not even storing all v; individually. (1 Punkt)

(a) Describe a way to represent any number k € N in such a way that, given a bit string that
starts with your representation, you can uniquely determine how many bits to read and
which integer is represented. Use at most 2[log, k| bits for £ > 3 and at most 4 bits for
1 and 2. (8 Punkte)

(a) Using the concepts above, give a run-length encoding scheme to represent arbitrary strings
(a1,a2,...,a,) € {0,1}" as a hopefully shorter binary string. (1 Punkt)

(a) Consider random bit strings of length n with Pr[a; = 1] = p for each i independently.
How many bits does your representation use in expectation as n goes to infinity? Give
either a probabilistic analysis or answer this question experimentally. (6 Bonuspunkte)
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