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Losung:  Dynamische Tabellen!



Dynamische Tabellen

ldee:




Dynamische Tabellen

ldee:




Dynamische Tabellen

ldee:




Dynamische Tabellen

ldee:




Dynamische Tabellen

ldee:

e Wenn Tabelle voll,
fordere doppelt so groBe
Tabelle an (mit new).




Dynamische Tabellen

ldee:

e Wenn Tabelle voll,
fordere doppelt so groBe
Tabelle an (mit new).




Dynamische Tabellen

ldee:

e Wenn Tabelle voll,
fordere doppelt so groBe
Tabelle an (mit new).

e Kopiere alle Eintrage
von alter in neue Tabelle.




Dynamische Tabellen

ldee:

e Wenn Tabelle voll,
fordere doppelt so groBe
Tabelle an (mit new).

e Kopiere alle Eintrage
von alter in neue Tabelle.




Dynamische Tabellen

ldee:

e Wenn Tabelle voll,
fordere doppelt so groBe
Tabelle an (mit new).

e Kopiere alle Eintrage
von alter in neue Tabelle.

e Gib Speicher fiir alte
Tabelle frei.




Dynamische Tabellen

ldee:

e Wenn Tabelle voll,
fordere doppelt so groBe
Tabelle an (mit new).

e Kopiere alle Eintrage
von alter in neue Tabelle.

e Gib Speicher fiir alte
Tabelle frei.




Dynamische Tabellen

ldee:

e Wenn Tabelle voll,
fordere doppelt so groBe
Tabelle an (mit new).

e Kopiere alle Eintrage
von alter in neue Tabelle.

e Gib Speicher fiir alte
Tabelle frei.




Dynamische Tabellen

ldee:

e Wenn Tabelle voll,
fordere doppelt so groBe
Tabelle an (mit new).

e Kopiere alle Eintrage
von alter in neue Tabelle.

e Gib Speicher fiir alte
Tabelle frei.




Dynamische Tabellen

ldee:

e Wenn Tabelle voll,
fordere doppelt so groBe
Tabelle an (mit new).

e Kopiere alle Eintrage
von alter in neue Tabelle.

e Gib Speicher fiir alte
Tabelle frei.




Dynamische Tabellen

ldee:

e Wenn Tabelle voll,
fordere doppelt so groBe
Tabelle an (mit new).

e Kopiere alle Eintrage
von alter in neue Tabelle.

e Gib Speicher fiir alte
Tabelle frei.

y




Dynamische Tabellen

ldee:

e Wenn Tabelle voll,
fordere doppelt so groBe
Tabelle an (mit new).

e Kopiere alle Eintrage
von alter in neue Tabelle.

e Gib Speicher fiir alte
Tabelle frei.




Dynamische Tabellen

ldee:

e Wenn Tabelle voll,
fordere doppelt so groBe
Tabelle an (mit new).

e Kopiere alle Eintrage
von alter in neue Tabelle.

e Gib Speicher fiir alte
Tabelle frei.




Dynamische Tabellen

ldee:

e Wenn Tabelle voll,
fordere doppelt so groBe
Tabelle an (mit new).

e Kopiere alle Eintrage
von alter in neue Tabelle.

e Gib Speicher fiir alte
Tabelle frei.




Dynamische Tabellen

ldee:

e Wenn Tabelle voll,
fordere doppelt so groBe
Tabelle an (mit new).

e Kopiere alle Eintrage
von alter in neue Tabelle.

e Gib Speicher fiir alte
Tabelle frei.

o

N




Dynamische Tabellen

ldee:

e Wenn Tabelle voll,
fordere doppelt so groBe
Tabelle an (mit new).

e Kopiere alle Eintrage
von alter in neue Tabelle.

e Gib Speicher fiir alte
Tabelle frei.

o

N




Dynamische Tabellen

ldee:

e Wenn Tabelle voll,
fordere doppelt so groBe
Tabelle an (mit new).

e Kopiere alle Eintrage
von alter in neue Tabelle.

e Gib Speicher fiir alte
Tabelle frei.

OV

N




Dynamische Tabellen

ldee:

e Wenn Tabelle voll,
fordere doppelt so groBe
Tabelle an (mit new).

e Kopiere alle Eintrage
von alter in neue Tabelle.

e Gib Speicher fiir alte
Tabelle frei.

OV

' v 4y

N




Dynamische Tabellen

ldee:

e Wenn Tabelle voll,
fordere doppelt so groBe
Tabelle an (mit new).

e Kopiere alle Eintrage
von alter in neue Tabelle.

e Gib Speicher fiir alte
Tabelle frei.




Dynamische Tabellen

ldee:

e Wenn Tabelle voll,
fordere doppelt so groBe
Tabelle an (mit new).

e Kopiere alle Eintrage
von alter in neue Tabelle.

e Gib Speicher fiir alte
Tabelle frei.




Dynamische Tabellen

ldee:

e Wenn Tabelle voll,
fordere doppelt so groBe
Tabelle an (mit new).

e Kopiere alle Eintrage
von alter in neue Tabelle.

e Gib Speicher fiir alte
Tabelle frei.




Dynamische Tabellen

ldee:

e Wenn Tabelle voll,
fordere doppelt so groBe
Tabelle an (mit new).

e Kopiere alle Eintrage
von alter in neue Tabelle.

e Gib Speicher fiir alte
Tabelle frei.




Dynamische Tabellen

ldee:

e Wenn Tabelle voll,
fordere doppelt so groBe
Tabelle an (mit new).

e Kopiere alle Eintrage
von alter in neue Tabelle.

e Gib Speicher fiir alte
Tabelle frei.




Dynamische Tabellen

ldee:

e Wenn Tabelle voll,
fordere doppelt so groBe
Tabelle an (mit new).

e Kopiere alle Eintrage
von alter in neue Tabelle.

e Gib Speicher fiir alte
Tabelle frei.




Dynamische Tabellen

ldee:

e Wenn Tabelle voll,
fordere doppelt so groBe
Tabelle an (mit new).

e Kopiere alle Eintrage
von alter in neue Tabelle.

e Gib Speicher fiir alte
Tabelle frei.




Dynamische Tabellen

fordere doppelt so groBe

ldee: —’l\ /_’I
e \Wenn Tabelle voll, "l g

Tabelle an (mit new). /4

. _— 5
e Kopiere alle Eintrage 6
von alter in neue Tabelle. 7

e Gib Speicher fiir alte

Tabelle frei.

Analyse: Welche Laufzeit benotigen n Einfligeoperationen im
schlimmsten Fall?



Dynamische Tabellen

fordere doppelt so groBe

ldee: —’l\ /_’I
e \Wenn Tabelle voll, "l g

Tabelle an (mit new). /4

. _— 5
e Kopiere alle Eintrage 6
von alter in neue Tabelle. 7

e Gib Speicher fiir alte

Tabelle frei.

Analyse: Welche Laufzeit benotigen n Einfligeoperationen im
schlimmsten Fall?

Antwort:



Dynamische Tabellen

fordere doppelt so groBe

ldee: —’l\ /_’I
e \Wenn Tabelle voll, "l g

Tabelle an (mit new). /4

. _— 5
e Kopiere alle Eintrage 6
von alter in neue Tabelle. 7

e Gib Speicher fiir alte

Tabelle frei.

Analyse: Welche Laufzeit benotigen n Einfligeoperationen im
schlimmsten Fall?

Antwort: e Tabelle wird genau ([log, n])-mal kopiert.



Dynamische Tabellen

fordere doppelt so groBe

ldee: —’l\ /_’I
e \Wenn Tabelle voll, "l g

Tabelle an (mit new). /4

. _— 5
e Kopiere alle Eintrage 6
von alter in neue Tabelle. 7

e Gib Speicher fiir alte

Tabelle frei.

Analyse: Welche Laufzeit benotigen n Einfligeoperationen im
schlimmsten Fall?

Antwort: e Tabelle wird genau ([log, n])-mal kopiert.
e Im schlimmsten (letzten!) Fall ist der Aufwand ©(n).



Dynamische Tabellen

fordere doppelt so groBe

ldee: —’l\ /_’I
e \Wenn Tabelle voll, "l g

Tabelle an (mit new). /4

. _— 5
e Kopiere alle Eintrage 6
von alter in neue Tabelle. 7

e Gib Speicher fiir alte

Tabelle frei.

Analyse: Welche Laufzeit benotigen n Einfligeoperationen im
schlimmsten Fall?

Antwort: e Tabelle wird genau ([log, n])-mal kopiert.
e Im schlimmsten (letzten!) Fall ist der Aufwand ©(n).

Also ist der Gesamtaufwand ©(nlog n).



Dynamische Tabellen

fordere doppelt so groBe

ldee: —’l\ /_’I
e \Wenn Tabelle voll, "l g

Tabelle an (mit new). /4

. _— 5
e Kopiere alle Eintrage 6
von alter in neue Tabelle. 7

e Gib Speicher fiir alte

Tabelle frei.

Analyse: Welche Laufzeit benotigen n Einfligeoperationen im
schlimmsten Fall?

Antwort: e Tabelle wird genau ([log, n])-mal kopiert.
e Im schlimmsten (letzten!) Fall ist der Aufwand ©(n).

Luge! Also ist der Gesamtaufwand ©(nlog n).



Dynamische Tabellen

fordere doppelt so groBe

ldee: —’l\ /_’I
e \Wenn Tabelle voll, "l g

Tabelle an (mit new). /4

. _— 5
e Kopiere alle Eintrage 6
von alter in neue Tabelle. 7

e Gib Speicher fiir alte

Tabelle frei.

Analyse: Welche Laufzeit benotigen n Einfligeoperationen im
schlimmsten Fall?

Antwort: e Tabelle wird genau ([log, n])-mal kopiert.
e Im schlimmsten (letzten!) Fall ist der Aufwand ©(n).

Luge! Also ist der Gesamtaufwand %(n log n).



Dynamische Tabellen

fordere doppelt so groBe

ldee: —’l\ /_’I
e \Wenn Tabelle voll, "l g

Tabelle an (mit new). /4

. _— 5
e Kopiere alle Eintrage 6
von alter in neue Tabelle. 7

e Gib Speicher fiir alte

Tabelle frei.

Analyse: Welche Laufzeit benotigen n Einfligeoperationen im
schlimmsten Fall?

Antwort: e Tabelle wird genau ([log, n])-mal kopiert.
e Im schlimmsten (letzten!) Fall ist der Aufwand ©(n).

Liige!

Also ist der Gesamtaufwand %(n log n), genauer



Dynamische Tabellen

ldee: —’l\ /_’I
e \Wenn Tabelle voll, "l g

fordere doppelt so groBe
Tabelle an (mit new). /4

. _— 5
e Kopiere alle Eintrage 6
von alter in neue Tabelle. 7

e Gib Speicher fiir alte
Tabelle frei.

Analyse: Welche Laufzeit benotigen n Einfligeoperationen im
schlimmsten Fall?

Antwort: e Tabelle wird genau ([log, n])-mal kopiert.
e Im schlimmsten (letzten!) Fall ist der Aufwand ©(n).

Luge! Also ist der Gesamtaufwand %(nlog n), genauer ©@(n).



Dynamische Tabellen

ldee: —’l\ /_’I
e \Wenn Tabelle voll, "l g

fordere doppelt so groBe
Tabelle an (mit new). /4

. _— 5
e Kopiere alle Eintrage 6
von alter in neue Tabelle. 7

e Gib Speicher fiir alte
Tabelle frei.

Analyse: Welche Laufzeit benotigen n Einfligeoperationen im
schlimmsten Fall?

Antwort: e Tabelle wird genau ([log, n])-mal kopiert.
e Im schlimmsten (letzten!) Fall ist der Aufwand ©(n).

Luge! Also ist der Gesamtaufwand E(nlog n), genauer ©@(n).

Let's see why...



Genauere Abschatzung: Aggregationsmethode

=g

c; = Kosten fiirs i-te Einfligen.

>l
—

[4\—

5

6

-

4



4

Genauere Abschatzung: Aggregationsmethode

Firi=1,..., n sel _.I\ /_.l
— Kosten fiirs /-te Einfligen. —%

\ \2\3\4\5\6\7\ 9 N

size; | 12| 4488|8816 (4%

5
6
>




4

Genauere Abschatzung: Aggregationsmethode

Firi=1,..., n sel _.I\ /_.I
c; = Kosten fiirs i-te Einfligen. —%

>l
—

il1]2|3]4|5]6|7]8]| 9
size; | 11214488 |8]| 8|16 /4\'——
¢ 1|11 1 |1 |1]1[1] 1 2
1|2 4 8 0

-




4

Genauere Abschatzung: Aggregationsmethode

Firi=1,..., n sel _.I\ /_.I
c; = Kosten fiirs i-te Einfligen. .-%

>l
—

1111234567809
size; | 11214488 |8]| 8|16 /4\'—'
¢ |11 1[1]1[1]1[1] 1+« Einfiigen 2
1] 2 4 8 < Kopieren g




4

Genauere Abschatzung: Aggregationsmethode

Firi=1,..., n sel _.I\ /_.I
c; = Kosten fiirs i-te Einfligen. .-%

1111234567809 |
size; | 11214488 |8]| 8|16 /4\'—'
¢ |11 1[1]1[1]1[1] 1+« Einfiigen 2
1] 2 4 8 < Kopieren 0

-

Also betragen die Kosten fiir n Einfligeoperationen




Genauere Abschatzung:

c; = Kosten fiirs i-te Einfligen.

4

Aggregationsmethode

=g

1111231456 7]8]| 9 ]
size; | 112141418 |8|8)| 8|16 /4
¢ |11 1[1]1[1]1[1] 1+« Einfiigen 2
1] 2 4 8 < Kopieren g

Also betragen die

n
¢
1

Kosten fiir n Einfligeoperationen




Genauere Abschatzung:

c; = Kosten fiirs i-te Einfligen.

4

Aggregationsmethode

i
X i

il1]2|3]4|5]6|7]8]| 9
size; | 112141418 |8|8)| 8|16 /4
¢ T T T[T T[T 1T[1T] 1+ Einfiigen 2
1] 2 4 8 < Kopieren g

Also betragen die

n
¢
1

Kosten fiir n Einfligeoperationen

+ 2
j=0




Genauere Abschatzung:

4

Aggregationsmethode

Fir/i=1, ..., n sei @_.g_.l\ /_.l
c; = Kosten fiirs i-te Einfligen. .-% >
(1121345678 9 |
size; | 112141418 |8|8)| 8|16 /4
¢ T T T[T T[T 1T[1T] 1+ Einfiigen 2
1] 2 4 8 < Kopieren g

Also betragen die

Kosten fiir n Einfligeoperationen

Sal-W Y
1 j=0



Genauere Abschatzung:

4

Aggregationsmethode

Fir/i=1, ..., n sei @_.g_.l\ /_.l
c; = Kosten fiirs i-te Einfligen. .-% >
(1121345678 9 |
size; | 112141418 |8|8)| 8|16 /4
¢ T T T[T T[T 1T[1T] 1+ Einfiigen 2
1] 2 4 8 < Kopieren g

Also betragen die

Kosten fiir n Einfligeoperationen

iC/Z n -+ Z 2j
1 =0



Genauere Abschatzung:

4

Aggregationsmethode

Fir/i=1, ..., n sei %_.g_.l\ /_.l
c; = Kosten fiirs i-te Einfligen. .-% >
(1121345678 9 |
size; | 112141418 |8|8)| 8|16 /4
¢ T T T[T T[T 1T[1T] 1+ Einfiigen 2
1] 2 4 8 < Kopieren g

Also betragen die

Kosten fiir n Einfligeoperationen

log,(n—1)]

iC,': n -+ Z 2j
1 =0



Genauere Abschatzung:

4

Aggregationsmethode

Fir/i=1, ..., n sei @_.g_.l\ /_.l
c; = Kosten fiirs i-te Einfligen. .-% >
(1121345678 9 |
size; | 112141418 |8|8)| 8|16 /4
¢ T T T[T T[T 1T[1T] 1+ Einfiigen 2
1] 2 4 8 < Kopieren g

Also betragen die

Kosten fiir n Einfligeoperationen

log,(n—1)]

iC/Z n - Z 2j <
1 =0



Genauere Abschatzung:

4

Aggregationsmethode

Firi=1,..., n sel _.I\ /_.l
c; = Kosten fiirs i-te Einfligen. .-% >
1|11 1213145678 9 |
size; | 112141418 |8|8)| 8|16 4\
¢ T T T[T T[T 1T[1T] 1+ Einfiigen 2
1|2 4 8 < Kopieren -
Also betragen die Kosten fiir n Einfligeoperationen

n
¢
1

log,(n—1)]

n -+ Z 2j§
j=0

endl.

q = geom.

k
j=0 Reihe |



Genauere Abschatzung:

4

Aggregationsmethode

Firi=1,..., n sel _.I\ /_.l
c; = Kosten fiirs i-te Einfligen. .-% >
1|11 1213145678 9 |
size; | 112141418 |8|8)| 8|16 4\
¢ T T T[T T[T 1T[1T] 1+ Einfiigen 2
1|2 4 8 < Kopieren -
Also betragen die Kosten fiir n Einfligeoperationen

n
¢
1

log,(n—1)]

n -+ Z 2j§
j=0

ko gkt -1 end|.
Z q = — geom.
j=0 Reihe |



Genauere Abschatzung:

4

Aggregationsmethode

c; = Kosten fiirs i-te Einfligen.

=g

il1]2|3]4|5]6|7]8]| 9 —
size; | 112141418 |8|8)| 8|16 /4
¢ T T T[T T[T 1T[1T] 1+ Einfiigen 2
1] 2 4 8 < Kopieren g

Also betragen die

Kosten fiir n Einfligeoperationen
logy(n—1)

Sal-W
1 j=0

2J

2Iog2(n—1)+1 1

n -
2—1
k 1 endl. |
Z q = geom.
Jj= Reihe |




Genauere Abschatzung:

c; = Kosten fiirs i-te Einfligen.

4

Aggregationsmethode

=g

il1]2|3]4|5]6|7]8]| 9 —
size; | 112141418 |8|8)| 8|16 /4
¢ T T T[T T[T 1T[1T] 1+ Einfiigen 2
1] 2 4 8 < Kopieren g

Also betragen die

n
¢
1

Kosten fiir n Einfligeoperationen
logy(n—1)

='n + Z 2f§ n -
j=0

=n+2(n—1)—-1

2Iog2(n—1)+1 1

2—1
ko gkt -1 end|.
Z q = 1 geom.
j=0 k Reihe |



Genauere Abschatzung:

c; = Kosten fiirs i-te Einfligen.

4

Aggregationsmethode

=g

il1]2|3]4|5]6|7]8]| 9 —
size; | 112141418 |8|8)| 8|16 /4
¢ T T T[T T[T 1T[1T] 1+ Einfiigen 2
1] 2 4 8 < Kopieren g

Also betragen die

n
¢
1

='n + Z 2f§ n -
j=0

=n+2(n—1)—-1

< 3n

Kosten fiir n Einfligeoperationen
logy(n—1)

2Iog2(n—1)+1 1

2—1
ko gkt -1 end|.
Z q = 1 geom.
j=0 k Reihe |



Genauere Abschatzung:

c; = Kosten fiirs i-te Einfligen.

4

Aggregationsmethode

=g

il1]2|3]4|5]6|7]8]| 9 —
size; | 112141418 |8|8)| 8|16 /4
¢ T T T[T T[T 1T[1T] 1+ Einfiigen 2
1] 2 4 8 < Kopieren g

Also betragen die

k 1 endl. |
qu geom.
< 3n € ©(n) j=0 Reihe

Kosten fiir n Einfligeoperationen

log,(n—1)] ology(n—1)+1 _ q

zn:c;:n—l—z 2 < nA 5T
1 j=0

=n+2(n—1)—-1




Genauere Abschatzung:

4

Aggregationsmethode

c; = Kosten fiirs i-te Einfligen.

=g

P 112131456718 9 |
size; | 112141418 |8|8)| 8|16 4\
¢ T T T[T T[T 1T[1T] 1+ Einfiigen 2
1|2 4 8 < Kopieren -
Also betragen die Kosten fiir n Einfligeoperationen
n logy(n—1) log, (n—1)+1
: 108> —1
Z cil=In + Z 2 < nH > 1
1 J=0
—n+2(n—1)—1 K 1 end|. -
( ) qu geom.
< 3n € ©(n) j=0 Reihe

D.h. die durchschnittlichen (,,amortisierten”) Kosten sind ©(1).
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e Verbindet mit jeder Operation op. amortisierte Kosten ¢;,
die oft nicht mit den tatsachlichen Kosten ¢; iibereinstimmen.

¢; > c¢; = Wir legen etwas beiseite.

c; > ¢ = Wir bezahlen teure Operationen mit vorher
Beiseitegelegtem.

e Damit’s klappt: wir diirfen nie in die Miesen kommen —

n n
Guthaben Z Ci — Z ¢; darf nicht negativ werden!
i=1 i=1
n n D.h. amortisierte Kosten
Dann gilt Z ¢ > Z C;. sind obere Schranke fiir
i=1 i=1 tatsachliche Kosten!
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7

Jede Einfligeoperation op; bezahlt ; = 3 €: >
— 1€ fiirs tatsachliche Einfligen >
— 2€ fir die nachste TabellenvergroBerung —>

Wir verkniipfen die Teilguthaben mit konkreten

Objekten der Datenstruktur.

Damit wird deutlich, dass die DS nie Miese macht.

Yy V V ¥V ¥V ¥ %»v %

|

Also sind amortisierte n n
Kosten obere Schranke Z Ci < Z ¢ = 3n = O(n)
fiir tatsachliche Kosten! i=1 i=1

D.h. die (tats.) Kosten fiir n Einfligeoperationen betragen ©(n).
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Stapel =~
verwaltet sich dndernde Menge nach LIFO-Prinzip

Abs. Datentyp || Implementierung

Empty()
Push(key k)

Pop()

Top()

while not Empty() and k > 0 do
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Betrachte Folge von Push-, Pop- und Multipop-Operationen.

Operation; tatsachliche Kosten ¢; | amortisierte Kosten ¢;
Push 1 2
Pop 1 0
Multipop(k;) min{ k;, size;} 0

Geht das gut??? — Ja! D.h. Folge von n Op. dauert ©(n) Zeit.

Zeige: Amortisierte Kosten ,,bezahlen” immer fiir die echten!

e Jede Push-Operation legt einen Teller auf den Stapel.
Dafiir bezahlt sie 1€ und legt noch 1€ auf den Teller.

e Jede (Multi-)Pop-Operation wird mit den Euros auf
den Tellern, die sie wegnimmt, komplett bezahlt.
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Idee:  Betrachte Bankguthaben

als physikalische GroBe,
die den augenblicklichen Zustand der DS beschreibt.

0pq Op»- op
Datenstruktur Dy — Dy — - - - X D,

Wihle Potential ®: D; - R.  0.B.d.A. &(Dg) =0

Ziel: Bank macht keine Miesen.
Also fordern wir &(D;) >0 firi=1,..., n.

Def. 6,' = Cj + Ad)(D,), wobeli Ad)(D,) — d)(D,) — ¢(Di_1)
Folge: Y7 & =30, (ci+ ®(D;) — ®(D;_y)) leskoprerende

=2im1 G+ @(Dn) = (Do) =3¢

D.h. amortisierte Kosten , bezahlen” fiir echte Kosten.
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Potentialmethode: Stapel mit Multipop

To do:

Idee:

Priife:

Was
sind die
amort.
Kosten?

Also:

Definiere Potentialfunktion —
in Abhangigkeit vom aktuellen Zustand des Stapels!

Nimm ®(D;) = size;, also aktuelle StapelgroBe.
= ®(Dy) =0 und &(Dy),..., ®(D,) >0.
Falls die /-te Operation eine Push-Operation ist:
= ACD(D,):—I—]. und ¢ =c¢;+A®PD;, =1+1=2
Falls die i-te Operation eine Multipop-Operation ist:
= A®P(D;) = — min{k;, size;}

c; = + min{k;, size;}

C=c +APD;, =0, dito mit Pop

Amortisierte Kosten pro Operation O(1).
= Echte Kosten fiir n Oper. im worst case O(n).



/usammenfassung

/Zeige mit amortisierter Analyse, dass die Operationen einer
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Ubungsaufgaben zur amortisierten Analyse (I)

Gegeben sei ein gewohnlicher MinHeap, dessen Methoden
Insert und ExtractMin im schlechtesten Fall O(log n) Zeit
brauchen.

Zeigen Sie mit der Potentialmethode, dass Insert amortisiert
O(log n) Zeit und ExtractMin amortisiert O(1) Zeit benétigt.
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Ubungsaufgaben zur amortisierten Analyse (II)

Entwerfen Sie eine Datenstruktur zum Verwalten einer
dynamischen Menge von Zahlen. Die DS soll 2 Methoden haben:
e /nsert zum Einfligen einer Zahl und
o DeletelLargerHalf zum Loschen aller Zahlen aus der
Datenstruktur, die groBBer oder gleich dem aktuellen Median
der Zahlenmenge sind.
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Entwerfen Sie eine Datenstruktur zum Verwalten einer
dynamischen Menge von Zahlen. Die DS soll 2 Methoden haben:

e /nsert zum Einfligen einer Zahl und
o DeletelargerHalf zum Loschen aller Zahlen aus der
Datenstruktur, die groBBer oder gleich dem aktuellen Median

der Zahlenmenge sind.

Beide Methoden sollen amortisiert O(1) Zeit bendtigen.
Tipp: Verwenden Sie eine Liste!

1. Beschreiben Sie lhren Entwurf der Datenstruktur
einschlieBlich der beiden Methoden in Worten.

2. Analysieren Sie mithilfe der Buchhaltermethode.
Geben Sie die amortisierten Kosten, die Sie mit /nsert und

DeletelargerHalf verbinden, exakt an.
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