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## Solution

- argue that having an efficient algorithm $\Rightarrow$ some well studied diffcult problem can be solved efficiently
- Tool: reduction between problems
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## Easy Example

- reduce Independent Set to Vertex Cover
- trivial reduction: $G$ has IS of size $k \Leftrightarrow G$ has VC of size $n-k$
- also: $V C \in P \Rightarrow I S \in P$
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VERTEX COVER

$\forall e \in E:\left|e \cap V^{\prime}\right| \geq 1$
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## And now? What about FPT?

- define natural hierarchy of complexity classes
- establish prototypical problem for each level
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- NEGATION nodes have in-degree 1
- AND- resp. OR-nodes have in-degree $\geq 2$
- one sink (out-degree 0 ) is the output node
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## Problem: Weighted Circuit Satisfiability (WCS)

Given a boolean circuit and a parameter $k$
Find: A weight $k$ satisfying assignment
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Dominating Set $\rightarrow$ WCS

$\forall v \in V:\left|N[v] \cap V^{\prime}\right| \geq 1$
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## Observations

- the circuits have constant depth
- the circuit for DS contains more nodes with in-degree $>2$
- is DS harder (in terms of FPT) than IS?
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## Weft

## Definition

The Weft of a boolean circuit is the maximum number of nodes with in-degree $>2$ on a directed path.
Problem
WCS $[t]$ is WCS limited to circuits with constant depth and weft
at most $t$.

## Definition

The class $W[t]$ contains all problems with a paramterized reduction to WCS[ $t$ ].

## We have seen

- Independent $\operatorname{Set} \in W[1] \subseteq W[2]$
- Dominating Set $\in W[2]$


Weft 1
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## Further reductions

- one can also reduce WCS[1] to Independent Set
- and WCS[2] to DOMINATING SET
- so, all problems in $W[1]$ reduce to IS

$$
\rightsquigarrow I S \text { is } W[1] \text {-complete }
$$

- similarly DS is $W$ [2]-complete
- note: $W[1] \subseteq W[2]$

```
why?
```
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## Summary

## The W-Hierarchy

- Complexity Classes $\operatorname{FPT} \subseteq W[1] \subseteq W[2] \subseteq W[3] \subseteq \ldots$
- $W[t]$ defined via a prototypical complete problem $\operatorname{WCS}[t]$ :
$\mathcal{L} \in W[t] \Leftrightarrow \mathcal{L}$ can be reduced to $\operatorname{WCS}[t]$
- Inclusions expected to be strict

Is my $W[t]$-completeness proof useless if $W[t]=$ FPT?

- finding an FPT-algorithm for a complete problem would provide an FPT-algorithm for all problems in the class.

How do I show that my problem is hard?

- reduce a known hard problem to your problem
- reducing from MC Independent Set or MC Clique provides $W$ [1]-hardness
- reducing from Dominating Set or Set Cover provides $W$ [2]-hardness


[^0]:    "I can't find an efficient algorithm, but neither can all these famous people."

