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Backtracking, search-tree algorithms, ...
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- Reduction Rules:

Reduce the problem size (also: exit/rejection conditions)

- Correctness:

Often immediate/obvious

- Specification:

Often only calculates the optimal value.
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\begin{array}{ll}
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Branching-Vector: $(i+k, i+\ell, j)$
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## Speeding Up the Algorithm

- "Branch-on-shortest" rule
- Hope: $\exists$ a clause of length $\leq k-1$

Def. A partial assignment $t$ is an autark
if every clause with a literal assigned by $t$ also contains a literal assigned true by $t$.

Expl. $F=\left(x_{1} \vee \bar{x}_{2} \vee x_{3}\right) \wedge\left(\bar{x}_{1} \vee x_{4} \vee x_{5}\right) \wedge\left(\overline{x_{3}} \vee x_{5}\right)$

$$
t: x_{1}=x_{4}=\text { true }
$$

is an autark
$t^{\prime}: x_{1}=$ true, $x_{4}=$ false is not an autark
Obs. - If $t$ is an autark, then: $F$ satisfiable $\Leftrightarrow F[t]$ satisfiable.

- If $t$ is not an autark, then $F[t]$ contains a clause of length $\leq k-1$.

An Improved $k$-SAT Algorithm
Algorithm $k$-SAT-v2 $(F)$
if $F$ is empty then
$L$ return true
if $F$ contains an empty clause then
$L$ return false
pick a smallest clause $c=\left(\ell_{1} \vee \ell_{2} \vee \ldots \vee \ell_{q}\right)$ from $F$, where $q \leq k$ $t_{1}: \ell_{1}=$ true
$t_{2}: \ell_{1}=$ false,$\ell_{2}=$ true
$t_{q}: \ell_{1}=$ false, $\ell_{2}=$ false $, \ldots, \ell_{q-1}=$ false,$\ell_{q}=$ true if $t_{i}$ is an autark for some $i=1, \ldots, q$ then return $k$-SAT-v2 $\left(F\left[t_{i}\right]\right)$
else
return $\bigvee_{i=1}^{q} k$-SAT-v2 $\left(F\left[t_{i}\right]\right)$
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