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Definition. The constraint graph $G_{A, b}$ is a weighted digraph with vertex set $V_{A}=\left\{v_{0}, v_{1}, \ldots, v_{n}\right\}$ and edge set $E_{A}=\left\{v_{i} v_{j}: x_{j}-x_{i} \leq b_{i j}\right.$ is a constraint $\} \cup$

$$
\left\{v_{0} v_{k}: 1 \leq k \leq n\right\} .
$$

The weight of $v_{i} v_{j}$ is $b_{i j}$ if $i>0$ and 0 otherwise.
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## Correctness of Bellman-Ford

If $G$ contains no neg. cycle reachable from $s$, after the for- $i$ loop, for every vertex $v, v . d=\delta(s, v)$ and Bellman-Ford returns true.
Suppose $v$ is reachable from $s$.
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Suppose $v$ is not reachable from $s . \Rightarrow$ Initially, $v . d=\infty$
$\Rightarrow$ During execution, $v . d$ remains $\infty$ (otherwise $\exists s-v$ path)
$\Rightarrow$ At termination, v.d $=\infty=\delta(s, v)$.

## The Bellman-Ford Algorithm (overview)

Initialize(graph G, vtx s)
foreach $u \in V$ do

$$
\begin{aligned}
& u . d=\infty \\
& u \cdot \pi=n i l
\end{aligned}
$$

$$
s . d=0
$$

Relax(vtx $u$, vtx $v$, weights $w$ )

$$
\begin{aligned}
& \text { if } v . d>u \cdot d+w(u, v) \text { then } \\
& \qquad \begin{array}{l}
v . d=u \cdot d+w(u, v) \\
v . \pi=u
\end{array}
\end{aligned}
$$

Bellman-Ford(graph $G$, weights $w$, vtx s)
Initialize $(G, s)$
for $i=1$ to $|G . V|-1$ do foreach $u v \in G . E$ do $\operatorname{Relax}(u, v ; w)$
foreach $u v \in G . E$ do
if $v . d>u . d+w(u, v)$ return false
return true
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& \Rightarrow v_{1} \cdot d \leq v_{0} \cdot d+w\left(v_{0}, v_{1}\right), \ldots, v_{k} \cdot d \leq v_{k-1} \cdot d+w\left(v_{k-1}, v_{k}\right), \\
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Let $C=\left\langle v_{0}, v_{1}, \ldots, v_{k}=v_{0}\right\rangle$ be such a negative cycle.
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$\underset{\Sigma}{\Rightarrow} 0 \leq \sum_{i=1}^{k} w\left(v_{i-1}, v_{i}\right)=w(C) \zeta$
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(True since $C$ is reachable from $s$, plus the previous proof.)

## Correctness (cont'd)

If $G$ contains a negative cycle that is reachable from $s$, then Bellman-Ford returns false.

Let $C=\left\langle v_{0}, v_{1}, \ldots, v_{k}=v_{0}\right\rangle$ be such a negative cycle.
Assume that Bellman-Ford returns true.
$\Rightarrow v_{1} \cdot d \leq v_{0} \cdot d+w\left(v_{0}, v_{1}\right), \ldots, v_{k} \cdot d \leq v_{k-1} \cdot d+w\left(v_{k-1}, v_{k}\right)$,
$\underset{\Sigma}{\Rightarrow} 0 \leq \sum_{i=1}^{k} w\left(v_{i-1}, v_{i}\right)=w(C) \zeta$
For this implication we additionally need that $\sum_{i} v_{i} . d<\infty$.
(True since $C$ is reachable from $s$, plus the previous proof.)
Improvement: $O(\sqrt{V} E \log W)$, where $W=\max _{u v \in E} w(u, v)$. [Goldberg, SIAM J. Comput. 1995]
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## Runtime:
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Slow-All-Pairs-SP(W) $L^{(1)}=W$
for $m=2$ to $n-1$ do
$L^{(m)}=$ new matrix
$L^{(m)}=\operatorname{ESP}\left(L^{(m-1)}, W\right)$
return $L^{(n-1)}$
Runtime: $O\left(n^{4}\right)$

## Faster APSP

Faster-All-Pairs-SP $(n \times n$ matrix $W)$
$L^{(1)}=W$
$m=1$
while $m<n-1$ do
$L \quad=$ new $n \times n$ matrix
$L=$ Extend-Shortest-Path(
$m=$
return $L^{(m)}$
Runtime: $O\left(n^{3} \log n\right)$

## Faster APSP

Faster-All-Pairs-SP $(n \times n$ matrix $W)$
$L^{(1)}=W$
$m=1$
while $m<n-1$ do
$L^{(2 m)}=$ new $n \times n$ matrix $L^{(2 m)}=$ Extend-Shortest-Path $\left(L^{(m)}, L^{(m)}\right)$ $m=2 m$
return $L^{(m)}$
Runtime: $O\left(n^{3} \log n\right)$

## The Floyd-Warshall Algorithm [W., J. ACM 1962]
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