# Computational Geometry 

## Point Localization

or
Where am I?
Lecture \#5
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$\Delta_{q}\left(S_{i}\right):=$ trapezoid in $\mathcal{T}\left(S_{i}\right)$ that contains $q$.
Key idea: Iteration $i$ contributes a node to $\Pi_{q}$ iff

$$
\Delta_{q}\left(S_{i-1}\right) \neq \Delta_{q}\left(S_{i}\right) .
$$

In this case $\Delta_{q}\left(S_{i}\right)$ must have been created in iteration $i$.
$\Rightarrow \Delta:=\Delta_{q}\left(S_{i}\right)$ is adjacent to the new segment $s_{i}$.
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## Query Time (cont'd)

$p_{i}=$ prob. that the search path $\Pi_{q}$ of $q$ in $\mathcal{D}$ contains a node that was created in iteration $i$.
$\Rightarrow \mathbf{E}\left[X_{i}\right]=\sum_{j=0}^{3} j \cdot \mathbf{P}\left[X_{i}=j\right] \leq 3 \cdot \mathbf{P}\left[X_{i} \geq 1\right]=3 p_{i}$
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Trick: $\quad \mathcal{T}\left(S_{i}\right)$ (and thus $\Delta$ ) is uniquely determined by $S_{i}$. Consider $S_{i} \subseteq S$ fixed.
$\Rightarrow \Delta$ does not depend on insertion order.

## Query Time (cont’d)

$p_{i}=$ prob. that the search path $\Pi_{q}$ of $q$ in $\mathcal{D}$ contains a node that was created in iteration $i$.
i.e., prob. that $\Delta$ changes when inserting $s_{i}$.

Aim: bound $p_{i}$.
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## Query Time (cont'd)
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i.e., prob. that $\Delta$ changes when inserting $s_{i}$.

Aim:
Tool:
bound $p_{i}$.
Backwards analysis!
$p_{i}=$ prob. that $\Delta$ changes when $s_{i}$ is removed
Four cases:

$\mathbf{P}\left(\operatorname{top}(\Delta)=s_{i}\right)=$ ?

## Query Time (cont’d)

$p_{i}=$ prob. that the search path $\Pi_{q}$ of $q$ in $\mathcal{D}$ contains a node that was created in iteration $i$.
i.e., prob. that $\Delta$ changes when inserting $s_{i}$.

Aim:
Tool:
bound $p_{i}$.
Backwards analysis!
$p_{i}=$ prob. that $\Delta$ changes when $s_{i}$ is removed
Four cases:

$\mathbf{P}\left(\operatorname{top}(\Delta)=s_{i}\right)=1 / i($ since exactly 1 of $i$ segments is top $(\Delta))$.

## Query Time (cont’d)

$p_{i}=$ prob. that the search path $\Pi_{q}$ of $q$ in $\mathcal{D}$ contains a node that was created in iteration $i$.
i.e., prob. that $\Delta$ changes when inserting $s_{i}$.

Aim:
Tool: bound $p_{i}$.
Backwards analysis!
$p_{i}=$ prob. that $\Delta$ changes when $s_{i}$ is removed
Four cases:

$\mathbf{P}\left(\operatorname{top}(\Delta)=s_{i}\right)=1 / i($ since exactly 1 of $i$ segments is top $(\Delta))$.

$$
\begin{aligned}
& \Rightarrow p_{i} \leq 4 / i \\
& \Rightarrow \mathbf{E}\left[\sum_{i=1}^{n} X_{i}\right]=\sum_{i=1}^{n} \mathbf{E}\left[X_{i}\right] \leq \sum_{i=1}^{n} 3 \cdot p_{i} \\
&=12 \sum_{i=1}^{n} 1 / i \in O(\log n)
\end{aligned}
$$
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