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Store the segments intersected by $\ell$ in left-to-right order. Also, maintain the new convex hull.
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## Result

Theorem. The 2D bounded LP problem can be solved in $O(n)$ expected time.
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We fix the $i$ random halfplanes in $H_{i}$.
$\operatorname{Pr}\left[X_{i}=1\right]=$ probability that the optimal solution changes when $h_{i}$ is added to $H_{i-1}$.
Proof technique: $\quad=$ probability that the optimal solution changes when $h_{i}$ is removed from $H_{i}$.
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\end{aligned}
$$

As this is more general, it is unsurprisingly worse ... *

[^0]
## Alt. for Intersecting Convex Regions

## $\rightarrow$ CG: A \& A §2

Use sweep-line alg. for map overlay (line-segment intersections) ! Running time $T_{\mathrm{MO}}(n)=O((n+I) \log n)$,


Running time $T_{\mathrm{IH}}(n)=2 T_{\mathrm{IH}}(n / 2)+T_{\text {ICR }}(n)$

$$
\begin{aligned}
& \leq 2 T_{\mathrm{IH}}(n / 2)+O(n \log n) \\
& \in O\left(n \log ^{2} n\right)
\end{aligned}
$$

As this is more general, it is unsurprisingly worse ... * $\rightsquigarrow$ Better to use specialized algorithm for intersecting convex regions/polygons

[^1]
[^0]:    * it can happen sometimes that general algorithms give optimal runtimes for special cases

[^1]:    * it can happen sometimes that general algorithms give optimal runtimes for special cases

