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Stack(int n)
boolean EMPTY()
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key Pop()
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‘while doé
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return B
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key|[] A

Operation Implementierung 1 2 - iop

Stack(int n)
boolean EMPTY()
PusH(key k)

key Pop()

key ToP()

key| | MurLTIPOP(int k) B = new key|k] |
‘while k > 0 do
| L B[k] = Pop() =
L k=k-1
éreturn B




Buchhaltermethode fiir Stapel mit MULTIPOP

verwaltet sich andernde Menge nach LIFO-Prinzip

key|[] A

Operation Implementierung 1 2 - iop

Stack(int n)
boolean EMPTY()
PusH(key k)

key Pop()

key ToP()

key| | MurLTIPOP(int k) B = new key|k] |
‘while k > 0 and not EmprY() do:
i L B[k] = Pop() '
L k=k-1
éreturn B
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Operation | tatsachliche Kosten ¢; | amortisierte Kosten ¢;
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Betrachte Folge von PUsH-, PoP- und MuULTIPOP-Operationen.
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amortisierte Kosten ¢;

Operation | tatsachliche Kosten ¢;

PUsH € Q0

Pop € 0
min{ k;, size;} 0

MurTipOP( k;)
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Operation |

tatsachliche Kosten ¢;

amortisierte Kosten ¢;

PusH € Q0
Pop € 0
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MurTipOP( k;)

Geht das gut?
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Buchhaltermethode fiir Stapel mit MULTIPOP

Betrachte Folge von PUsH-, PoP- und MuULTIPOP-Operationen.

Operation |

tatsachliche Kosten ¢;

amortisierte Kosten ¢;

PUSH € 00
Pop e 0
MurTipOP( k;) min{k;, size;} 0

Geht das gut? - Jal

D.h. Folge von n Operationen dauert ©(n) Zeit.

Zeige: Amortisierte Kosten , bezahlen” immer fiir die tatsachlichen!

B Jede PUsSH-Operation legt ein Buch auf den Stapel.
Dafiir bezahlt sie @ und legt noch @ in das Buch.

B Jede (MuLTI-)POP-Operation wird mit den Euros in den Biichern,
die sie wegnimmt, komplett bezahlt.




Amortisierte Analyse

...bedeutet zu zeigen, dass die Operationen einer gegebenen Folge
kleine durchschnittliche Kosten haben —
auch wenn einzelne Operationen in der Folge teuer sind!

Auch randomisierte Analyse kann man als Durchschnittsbildung (iiber alle
mogl. Ergebnisse, gewichtet nach Wahrscheinlichkeit) betrachten.

Bei amortisierter Analyse geht es jedoch um die durchschnittliche Laufzeit im
schlechtesten Fall — nicht im Erwartungswert!

Die amortisierte Laufzeit einer Methode ist f, wenn jede Sequenz von k
Aufrufen der Methode Laufzeit < k - f hat (wenn k groB genug ist).

Wir betrachten 3 verschiedene Typen von amortisierter Analyse:

B Aggregationsmethode
B Buchhaltermethode v
B Potentialmethode
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in Abhangigkeit vom aktuellen Zustand des Stapels!

Idee: Nimm @(D;) = size;, also aktuelle StapelgroBe.

— ®(Dp) =0 und &(Dy),...,d(D,) >0.
Priife: Falls die i-te Operation eine PUSH-Operation ist:
rWaS | :>A¢(D,):1 und 6,':C,'—|—A¢D,’ :1—|—1:2
sind die

. Falls die i-te Operation eine (MULTI-)PoP-Operation ist:
amort.

Kosten? | = AP(D;) = — min{k;, size;}

c; = min{k;, size;}




Potentialmethode fiir Stapel mit MULTIPOP

To do: Definiere Potentialfunktion —
in Abhangigkeit vom aktuellen Zustand des Stapels!

Idee: Nimm @(D;) = size;, also aktuelle StapelgroBe.

— ®(Dp) =0 und &(Dy),...,d(D,) >0.
Priife: Falls die i-te Operation eine PUSH-Operation ist:
rWaS | :>A¢(D,):1 und 6,':C,'—|—A¢D,’ :1—|—1:2
sind die

. Falls die i-te Operation eine (MULTI-)PoP-Operation ist:
amort.

Kosten? | = AP(D;) = — min{k;, size;}

c; = min{k;, size;}




Potentialmethode fiir Stapel mit MULTIPOP

To do: Definiere Potentialfunktion —
in Abhangigkeit vom aktuellen Zustand des Stapels!

Idee: Nimm @(D;) = size;, also aktuelle StapelgroBe.

— ®(Dp) =0 und &(Dy),...,d(D,) >0.
Priife: Falls die i-te Operation eine PUSH-Operation ist:
rWaS | :>A¢(D,):1 und 6,':C,'—|—A¢D,’ :1—|—1:2
sind die

. Falls die i-te Operation eine (MULTI-)PoP-Operation ist:
amort.

Kosten? | = AP(D;) = — min{k;, size;}
k J c; = min{k;, size;}

Ci=ci+APD;




Potentialmethode fiir Stapel mit MULTIPOP

To do: Definiere Potentialfunktion —
in Abhangigkeit vom aktuellen Zustand des Stapels!

Idee: Nimm @(D;) = size;, also aktuelle StapelgroBe.

— ®(Dp) =0 und &(Dy),...,d(D,) >0.
Priife: Falls die i-te Operation eine PUSH-Operation ist:
rWaS | :>A¢(D,):1 und 6,':C,'—|—A¢D,’ :1—|—1:2
sind die

. Falls die i-te Operation eine (MULTI-)PoP-Operation ist:
amort.

Kosten? | = AP(D;) = — min{k;, size;}
k J c; = min{k;, size;}

Ci=ci+APD;, =0




Potentialmethode fiir Stapel mit MULTIPOP

To do: Definiere Potentialfunktion —
in Abhangigkeit vom aktuellen Zustand des Stapels!

Idee: Nimm @(D;) = size;, also aktuelle StapelgroBe.

— ®(Dp) =0 und &(Dy),...,d(D,) >0.
Priife: Falls die i-te Operation eine PUSH-Operation ist:
rWaS | :>A¢(D,):1 und 6,':C,'—|—A¢D,’ :1—|—1:2
sind die

. Falls die i-te Operation eine (MULTI-)PoP-Operation ist:
amort.

Kosten? | = AP(D;) = — min{k;, size;}
k J c; = min{k;, size;}

Ci=c+APD; =0 (bel Popr k; = 1)




Potentialmethode fiir Stapel mit MULTIPOP

To do:

ldee:

Priife:

rWas
sind die
amort.

' Kosten? |

Also:

Definiere Potentialfunktion —
in Abhangigkeit vom aktuellen Zustand des Stapels!

Nimm @(D;) = size;, also aktuelle StapelgroBe.
— ®(Dp) =0 und &(Dy),...,d(D,) >0.

Falls die i-te Operation eine PUSH-Operation ist:

:>A<P(D,):]. und 6;:C;+A¢D;:1+1:2

Falls die i-te Operation eine (MULTI-)PoP-Operation ist:
= AP(D;) = — min{k;, size;}
c; = min{k;, size;}

Ci=c+APD; =0 (bel Popr k; = 1)




Potentialmethode fiir Stapel mit MULTIPOP

To do:

Idee:

Priife:

rWas
sind die
amort.

' Kosten? |

Also:

Definiere Potentialfunktion —
in Abhangigkeit vom aktuellen Zustand des Stapels!

Nimm @(D;) = size;, also aktuelle StapelgroBe.
— ®(Dp) =0 und &(Dy),...,d(D,) >0.

Falls die i-te Operation eine PUSH-Operation ist:

:>A<P(D,):]. und 6;:C;+A¢D;:1+1:2

Falls die i-te Operation eine (MULTI-)PoP-Operation ist:
= AP(D;) = — min{k;, size;}
c; = min{k;, size;}

Ci=c+APD;, =0 (bel Popr k; = 1)

Amortisierte Kosten pro Operation ©(1).



Potentialmethode fiir Stapel mit MULTIPOP

To do: Definiere Potentialfunktion —
in Abhangigkeit vom aktuellen Zustand des Stapels!

Idee: Nimm @(D;) = size;, also aktuelle StapelgroBe.

— ®(Dp) =0 und &(Dy),...,d(D,) >0.
Priife: Falls die i-te Operation eine PUSH-Operation ist:
rWaS | :>A¢(D,):1 Und 6,':C,'—|_A¢Di :1+1:2
3G fc“e Falls die i-te Operation eine (MULTI-)PoP-Operation ist:
amort.
Kosten? | = A®(D;) = —min{k;, size;}

c; = min{k;, size;}

Ci=c+APD;, =0 (bel Popr k; = 1)

Also: Amortisierte Kosten pro Operation O(1).
= Tatsdchliche Kosten fiir n Operationen im worst case ©(n).



Potentialmethode fiir dynamische Tabellen

Idee.

@O+ 0 [+ 0 |~ 0 |~
O OG> > >

G O —

G O —

00—

00—

00—

00—




Potentialmethode fiir dynamische Tabellen

Idee.

6,' = Cj + A@(D,), wobei Ad)(D,) = @(D,) — ¢(Di_1)
> i1 G =2 i+ (D) — ¢(Do) = D1 ¢

@O~ 0 |+ 0 |+ 0 [—
O OG> > >

G O —

G O — =

00—

00—

Q00—

00—




Potentialmethode fiir dynamische Tabellen

Idee. m Kein Kopieren = A®(D;) =2

6,' = Cj + A@(D,), wobei Ad)(D,) = @(D,) — ¢(Di_1)
> i1 G =2 i+ (D) — ¢(Do) = D1 ¢

@O~ 0 |+ 0 |+ 0 [—
O OG> > >

G O —

G O — =

00—

00—

Q00—

00—




Potentialmethode fiir dynamische Tabellen

Idee. m Kein Kopieren = A®(D;) =2
m Kopieren = AP(D;)) =2— (i —1)

6,' = Cj + A@(D,), wobei Ad)(D,) = @(D,) — ¢(Di_1)
> i1 G =2 i+ (D) — ¢(Do) = D1 ¢

@O~ 0 |+ 0 |+ 0 [—
O OG> > >

G O —

G O — =

00—

00—

Q00—

00—




Potentialmethode fiir dynamische Tabellen

Idee.

B Kopieren

B Kein Kopieren = A®P(D;) =2

I — 1 Elemente werden kopiert]

— AD(D;) =2 — (i ~1)

6,' = Cj + A@(D,), wobei Ad)(D,) — @(D,) — CP(D,'_l)
D1 G =i 6+ @(Dy) = (Do) > 300, ¢
@O~ 0 |+ 0 |+ 0 [—
O OG> > >
G O —
G O — =
00—
00—
00—
00—




Potentialmethode fiir dynamische Tabellen

Idee.

B Kopieren

B Kein Kopieren = A®P(D;) =2

I — 1 Elemente werden kopiert]

= AP(D;))=2—(i—1)
B = O(D;)=1+2- size; — table-size;

6,' = Cj + A@(D,), wobei Ad)(D,) — @(D,) — ¢(Di_1)
D1 G =i 6+ @(Dy) = (Do) > 300, ¢
@O~ 0 |+ 0 |+ 0 [—
O OG> > >
G O —
G O — =
00—
00—
00—
00—




Potentialmethode fiir dynamische Tabellen

Idee.

B Kopieren

B Kein Kopieren = A®P(D;) =2

I — 1 Elemente werden kopiert]

= AP(D;))=2—(i—1)
B = ®(D;)=1+2- size; — table-size;

6,' = Cj + A@(D,), wobei Ad)(D,) — @(D,) — ¢(Di_1)
D1 G =i 6+ @(Dy) = (Do) > 300, ¢
@O~ 0 |+ 0 |+ 0 [—
O OG> > >
G O —
G O — =
00—
00—
00—
00—




Potentialmethode fiir dynamische Tabellen

Idee.

B Kopieren

B Kein Kopieren = A®P(D;) =2

I — 1 Elemente werden kopiert]

= AP(D;)) =2— (i —1)
B = ?D;)=1+42- size; — table-size,

6,' = Cj + A@(D,), wobei Ad)(D,) — @(D,) — CP(D,'_l)
D1 G =i 6+ @(Dy) = (Do) > 300, ¢
@O~ 0 |+ 0 |+ 0 [—
O OG> > >
G O —
G O — =
00—
00—
00—
00—




Potentialmethode fiir dynamische Tabellen

Idee.

B Kein Kopieren = A®P(D;) =2

I — 1 Elemente werden kopiert]

m Kopieren = AP(D;)) =2— (i —1)
B = ?D;) =142 size; — table-size;
6,' = Cj + A@(D,), wobei Ad)(D,) = @(D,) — (P(D,'_l)
S G =2+ O(Dy)— (Do) =D
00ol+ 0 |+ o6 |+ 0 |+
O O > =
O O —» —
O OG> —>
Q0OI—
Q0OI—
O0—
Q0OI—




Potentialmethode fiir dynamische Tabellen

Idee.

B Kopieren

B Kein Kopieren = A®P(D;) =2

I — 1 Elemente werden kopiert]

= AP(D;)=2—(i—1)
B = ®(D;)=1+2- size; — table-size;

Ad(D;)

6,' = Cj + A@(D,), wobei Ad)(D,) — ¢(D,) — ¢(D;_1)

D1 G =i 6+ @(Dy) = (Do) > 300, ¢
oo+ e oo |

O OG> > >

G O —

G O — =

00—

00—

00—

00—




Potentialmethode fiir dynamische Tabellen

Idee.

B Kopieren

B Kein Kopieren = A®P(D;) =2

I — 1 Elemente werden kopiert]

= AP(D;)=2—(i—1)
B = ®(D;)=1+2- size; — table-size;

6,' = Cj + A@(D,), wobel Ad)(D,) — ¢(D,) — ¢(D;_1)
D e G =i G+ P(Dy) — (Do) > 3L G
ool 0 -0 s o - ' Ci ¢ | A®(D;) | ®(D;)
O O] > - 0 0
O O —» —>
O OG> —e
OO0 —
O0—
O0—
OO0 —




Potentialmethode fiir dynamische Tabellen

Idee.

B Kein Kopieren = A®P(D;) =2

I — 1 Elemente werden kopiert]

m Kopieren = A®(D;)) =2 — (i — 1) INSERT(1)
B = ?(D;) =1+ 2- size; — table-size;
6,' = Cj + A@(D,), wobei Ad)(D,) = ¢(D,) — ¢(D;_1)
S G =2+ O(Dy)— (Do) =D
ool 0 -0 s o - ' Ci ¢ | A®(D;) | ¢(Di)
O O] > > 0 0
elel) | —> ]
O OG> —>
Q0OI—
Q0O
Q00—
Q0OI—




Potentialmethode fiir dynamische Tabellen

Idee.

B Kopieren

B Kein Kopieren = A®P(D;) =2

I — 1 Elemente werden kopiert]

= AP(D;)=2—(i—1)
B = ®(D;)=1+2- size; — table-size;

INSERT(1) |1

6,' = Cj + A@(D,), wobel Ad)(D,) — ¢(D,) — ¢(D;_1)
D e G =i G+ P(Dy) — (Do) > 3L G
ool 0 -0 s o - ' Ci ¢ | A®(D;) | ®(D;)
O O] > - 0 0
QO O+ —> 1 1
O OG> —e
O0—
O0—
O0—
O0—




Potentialmethode fiir dynamische Tabellen

Idee.

B Kopieren

B Kein Kopieren = A®P(D;) =2

I — 1 Elemente werden kopiert]

= AP(D;)=2—(i—1)
B = ®(D;)=1+2- size; — table-size;

INSERT(1) |1

6,' = Cj + A@(D,), wobel Ad)(D,) — ¢(D,) — ¢(D;_1)
D e G =i G+ P(Dy) — (Do) > 3L G
ool 0 -0 s o - ' Ci ¢ | A®(D;) | ®(D;)
O O] > - 0 0
QO O+ —> 1 1 2
O OG> —e
O0—
O0—
O0—
O0—




Potentialmethode fiir dynamische Tabellen

Idee.

B Kopieren

B Kein Kopieren = A®P(D;) =2

I — 1 Elemente werden kopiert]

= AP(D;)=2—(i—1)
B = ®(D;)=1+2- size; — table-size;

INSERT(1) |1

6,' = Cj + A@(D,), wobel Ad)(D,) — ¢(D,) — ¢(D;_1)
D e G =i G+ P(Dy) — (Do) > 3L G
ool 0 -0 s o - ' Ci ¢ | A®(D;) | ®(D;)
O O] > - 0 0
QO O+ —> 1 1 2 2
O OG> —e
O0—
O0—
O0—
O0—




Potentialmethode fiir dynamische Tabellen

Idee.

B Kopieren

B Kein Kopieren = A®P(D;) =2

I — 1 Elemente werden kopiert]

= AP(D;)=2—(i—1)
B = ®(D;)=1+2- size; — table-size;

INSERT(1) |1

6,' = Cj + A@(D,), wobel Ad)(D,) — ¢(D,) — ¢(D;_1)
D e G =i G+ P(Dy) — (Do) > 3L G
ool 0 -0 s o - ' Ci ¢ | A®(D;) | ®(D;)
O O] > - 0 0
lele] e —> 1 3 1 2 2
O OG> —e
O0—
O0—
O0—
O0—




Potentialmethode fiir dynamische Tabellen

Idee. m Kein Kopieren = A®(D;) =2 @/— 1 Elemente werden kopiert]
m Kopieren = AD(D;) =2~ (i —1) INsERT(1) |1
B = ?D;) =142 size; — table-size; INSERT(2)

6,' = Cj + A@(D,), wobei Ad)(D,) = ¢(D,) — ¢(D;_1)
i1 G =26+ O(Dn) — (Do) =00 ¢

col+ o |- o |- o |- / Ci ¢; | A®(D;) | ®(D;)
© 0O > = 0
© 0 — 1 3 1 2
OO0 —> 2
00—
00—
Q00—
00—




Potentialmethode fiir dynamische Tabellen

Idee.

B Kopieren

B Kein Kopieren = A®P(D;) =2

I — 1 Elemente werden kopiert]

— AD(D;) =2 — (i ~1)

INSERT(1) |1+ 1

B = ?D;) =142 size; — table-size; INSERT(2) 2
6,' = Cj + A@(D,), wobei Ad)(D,) = ¢(D,) — ¢(D;_1)
S G =2+ O(Dy)— (Do) =D
ool 0 -0 s o - ' Ci ¢ | A®(D;) | ¢(Di)
O O] > > 0 0
e Xe] —> ] 3 1 2 2
QO —> 2
O0—
OO0 —
O0—
O0—




Potentialmethode fiir dynamische Tabellen

Idee.

B Kopieren

B Kein Kopieren = A®P(D;) =2

I — 1 Elemente werden kopiert]

— AD(D;) =2 — (i ~1)

INSERT(1) |1+ 1

B = ?D;) =142 size; — table-size; INSERT(2) 2
6,' = Cj + A@(D,), wobei Ad)(D,) = ¢(D,) — ¢(D;_1)
S G =2+ O(Dy)— (Do) =D
ool 0 -0 s o - ' Ci ¢ | A®(D;) | ¢(Di)
O O] > > 0 0
e Xe] —> ] 3 1 2 2
QO O —> 2 2
O0—
OO0 —
O0—
O0—




Potentialmethode fiir dynamische Tabellen

Idee.

B Kopieren

B Kein Kopieren = A®P(D;) =2

I — 1 Elemente werden kopiert]

— AD(D;) =2 — (i ~1)

INSERT(1) |1+ 1

B = ?D;) =142 size; — table-size; INSERT(2) 2
6,' = Cj + A@(D,), wobei Ad)(D,) = ¢(D,) — ¢(D;_1)
S G =2+ O(Dy)— (Do) =D
ool 0 -0 s o - ' Ci ¢ | A®(D;) | ¢(Di)
O O] > > 0 0
e Xe] —> ] 3 1 2 2
QO O —> 2 2 1
O0—
OO0 —
O0—
O0—




Potentialmethode fiir dynamische Tabellen

Idee.

B Kopieren

B Kein Kopieren = A®P(D;) =2

I — 1 Elemente werden kopiert]

— AD(D;) =2 — (i ~1)

INSERT(1) |1+ 1

B = ?D;) =142 size; — table-size; INSERT(2) 2
6,' = Cj + A@(D,), wobel Ad)(D,) — ¢(D,) — ¢(D;_1)
S G =2+ O(Dy)— (Do) =D
ool 0 -0 s o - ' Ci ¢ | A®(D;) | ¢(Di)
O O] > > 0 0
e Xe] —> ] 3 1 2 2
QO O —> 2 2 1 3
O0—
OO0 —
O0—
O0—




Potentialmethode fiir dynamische Tabellen

Idee.

B Kopieren

B Kein Kopieren = A®P(D;) =2

I — 1 Elemente werden kopiert]

— AD(D;) =2 — (i ~1)

INSERT(1) |1+ 1

B = ®(D;)=1+2- size; — table-size; INSERT(2) 2
6,' = Cj + A@(D,), wobel Ad)(D,) — ¢(D,) — ¢(D;_1)
S G =2+ O(Dy)— (Do) =D
ool 0 -0 s o - ' Ci ¢ | AP(Di) | ¢(Di)
O O] > > 0 0
e Xe] —> ] 3 1 2 2
eXe] e —> 2 3 2 1 3
Q0OI—
Q0OI—
O0—
Q0OI—




Potentialmethode fiir dynamische Tabellen

Idee. m Kein Kopieren = A®(D;) =2 @/— 1 Elemente werden kopiert]

B Kopieren = AP(D;) =2 — (i — 1) Inserr(1) |11
B = ?D;) =142 size; — table-size; INSERT(2) 2
INSERT(3)

6,' = Cj + A@(D,), wobei Ad)(D,) = ¢(D,) — ¢(D;_1)
i1 G =26+ O(Dn) — (Do) =00 ¢

99-" Q@ ol a | o |- I 6,' C; A¢(D,) d)(
O O > = 0
O O — ] 3 1 2
00— —> 2 3 2 1
06— 3
O0—
00—
Q00—




Potentialmethode fiir dynamische Tabellen

Idee.

B Kein Kopieren = A®P(D;) =2

I — 1 Elemente werden kopiert]

m Kopieren = AP(D;)) =2— (i —1)
B = ®(D;) =1+ 2- size; — table-size; INSERT(2) 2> 2
INSERT(3)
6,' = Cj + A@(D,), wobei Ad)(D,) = @(D,) — (P(D,'_l)
> G =26+ &(Dy) — &(Do) = > ¢
GG—’I o .l o _.l o |- I 6,' C; A(b(D,) Cb(D)
O O] > = 0 0
OO0 — 1] 3 1 2 2
00— —> D 3 2 1 3
00— 3
00—
Q00—
00—

INSERT(1) [1 {1




Potentialmethode fiir dynamische Tabellen

Idee.

B Kein Kopieren = A®P(D;) =2

I — 1 Elemente werden kopiert]

m Kopieren = AP(D;)) =2— (i —1)
B = ®(D;) =1+ 2- size; — table-size; INSERT(2) 2> 2
INSERT(3)
6,' = Cj + A@(D,), wobei Ad)(D,) = ¢(D,) — ¢(D;_1)
> i1 G =2 i+ (D) — ¢(Do) = D1 ¢
GG—’I o .l o _.l o |- I 6,' C; A(b(D,) Cb(D)
O O] > = 0 0
G O — 1 3 1 2 2
G O —> 2 3 2 1 3
00— 3 3
OO0 —
OO0
OO0 —

INSERT(1) [1 {1




Potentialmethode fiir dynamische Tabellen

Idee.

B Kein Kopieren = A®P(D;) =2

I — 1 Elemente werden kopiert]

m Kopieren = AP(D;)) =2— (i —1)
B = ®(D;) =1+ 2- size; — table-size; INSERT(2) 2> 2
INSERT(3)
6,' = Cj + A@(D,), wobei Ad)(D,) = ¢(D,) — ¢(D;_1)
> i1 G =2 i+ (D) — ¢(Do) = D1 ¢
GG—’I o .l o _.l o |- I 6,' C; A(b(D,) Cb(D)
O O] > = 0 0
G O — 1 3 1 2 2
G O —> 2 3 2 1 3
00— 3 3 0
OO0 —
OO0
OO0 —

INSERT(1) [1 {1




Potentialmethode fiir dynamische Tabellen

Idee.

B Kein Kopieren = A®P(D;) =2

I — 1 Elemente werden kopiert]

m Kopieren = AP(D;)) =2— (i —1)
B = ®(D;) =1+ 2- size; — table-size; INSERT(2) 2> 2
INSERT(3)
6,' = Cj + A@(D,), wobel Ad)(D,) — ¢(D,) — ¢(D;_1)
D e G =i G+ P(Dy) — (Do) > 3L G
GG—’I o .l o _.l o |- | 6,' C; A(b(D,) Cb(D)
O O] > - 0 0
O O+ —> 1 3 1 2 2
O O+ —> 2 3 2 1 3
00— 3 3 0 3
OO0 —
OO0 —
00—

INSERT(1) [1 {1




Potentialmethode fiir dynamische Tabellen

Idee.

B Kein Kopieren = A®P(D;) =2

I — 1 Elemente werden kopiert]

m Kopieren = AP(D;)) =2— (i —1)
B = ®(D;) =1+ 2- size; — table-size; INSERT(2) 2> 2
INSERT(3)
6,' = Cj + A@(D,), wobei Ad)(D,) — ¢(D,) — ¢(D;_1)
i &=L 6+ @(Dy) — ¢(Do) > 300, ¢
col+ o |- o |- o |- ] Ci ¢; | A®(D;) | ®(D;)
O O > - 0 0
00— — 1 3 1 2 2
00—~ — 2 3 2 1 3
ee— 3 3 3 0 3
00—
00—
00—

INSERT(1) [1 {1




Potentialmethode fiir dynamische Tabellen

Idee. m Kein Kopieren = A®(D;) =2 @/— 1 Elemente werden kopiert]

m Kopieren = A®(D;)) =2 — (i — 1) INSERT(1)

B = ?D;) =142 size; — table-size; INSERT(2)
INSERT(3)

Ci=c¢ + ACD(D,'), wobel A¢(D,) — CD(D,) — clb(D,'_l) INSERT(4)

S G=6G+PD,)— (Do) = > ci

GG—’I Q ol o | o |- / 6, C; Ad)(D,) D-)
QO O~ > = 0 0
00— — ] 3 1 2
00— —> 2 3 2 3
eer— 3 3 3 3
00— 14
00—
Q00—




Potentialmethode fiir dynamische Tabellen

Idee.

B Kein Kopieren = A®P(D;) =2

I — 1 Elemente werden kopiert]

B Kopieren = A®(D;) =2 — (i - 1) InserT(1) [1]=11]={1]
B = ?D;) =142 size; — table-size; INSERT(2) 2> 2
INSERT(3) 3
Ci=c¢ + ACD(D,'), wobel A¢(D,) — CD(D,) — clb(D,'_l) INSERT(4) 4
D e G =i G+ P(Dy) — (Do) > 3L G
oo+ ol o |- ol- ' Ci ¢ | A®(D;) | ®(D;)
G O |l—» > > 0 0
O O — ] 3 1 2 2
0O O — 2 3 2 1 3
00— 3 3 3 0 3
00— 4
OO0 —
00—




Potentialmethode fiir dynamische Tabellen

Idee.

B Kein Kopieren = A®P(D;) =2

I — 1 Elemente werden kopiert]
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Zeige mit amortisierter Analyse, dass die Operationen einer gegebenen Folge kleine
durchschnittliche Kosten haben — auch wenn einzelne Operationen in der Folge teuer sind!

Drei Typen von amortisierter Analyse:

B Aggregationsmethode /

Summiere tatsidchliche Kosten (oder obere Schranken dafiir) auf.

B Buchhaltermethode /

Verbinde Extrakosten mit konkreten Objekten der Datenstruktur und bezahle damit teure
Operationen.

B Potentialmethode /

Definiere Potential der gesamten Datenstruktur, so dass mit der Potentialdifferenz teure
Operationen bezahlt werden kdénnen.
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