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■ A decomposition tree of a series-parallel graph is an SPQR-tree without R-nodes.
■ $T$ represents all planar embeddings of $G$.

- $T$ can be computed in time linear in the size of $G$.
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■ Simplify problem via assumption regarding y-coordinates

- Exploit connection between SPQR-trees and rectangle tiling
■ Solve problems for S-, P-, and R-nodes
- Dynamic program via structure of SPQR-tree
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How many different types of tiles are there?
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Four different types: FF, FL, LF, LL
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## Idea.

Greedily fill the gaps by preferring to "stretch" the children with prescribed bars.

## Outcome.

After processing, we must know the valid types for the corresponding subgraphs.
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Separation pair!
( $\nexists$ in R -component.)
■ Finding a satisfying assingment of a 2-SAT formula can be done in linear time!
$\Rightarrow O\left(n^{2}\right)$ time in total or $O\left(n \log ^{2} n\right)$
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Open Problems:

- Can rectangutar $\varepsilon$-bar visibility representation extension be solved in polynomial time for st-graphs? For DAGs?
- Can strong bar visibility recognition / representation extension be solved in polynomial time for st-graphs?
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