# Approximation Algorithms 

## Lecture 7:

Scheduling Jobs on Parallel Machines

Part I:
ILP \& Parametric Pruning
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Task: Prove that the integrality gap is unbounded!
Solution: $m$ machines and one job with processing time $m$ $\Rightarrow \mathrm{OPT}=m$ and $\mathrm{OPT}_{\text {frac }}=1$.
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| ---: | :--- |
| $\sum_{j:(i, j) \in S_{T}} x_{i j} p_{i j} \leq T, \quad$ | $M_{i} \in \mathcal{M}$ |
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## Note: <br> LP $(T)$ has no objective function; we just need to check whether a feasible solution exists.

But why does this LP give a good integrality gap?
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Lecture 7:<br>Scheduling Jobs on Parallel Machines

Part III:
An Algorithm
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Main step: $\quad$ Show that $H$ always has an $F$-perfect matching.
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Theorem. This is a factor-2 approximation algorithm (assuming that we have an $F$-perfect matching).

## Proof. $T^{*} \leq \mathrm{OPT}$.

Let $x$ be an extreme-point solution for $L P\left(T^{*}\right)$
Fractional solution: Makespan $\leq T^{*}$.
$\Rightarrow$ Restriction to integral jobs has makespan $\leq T^{*}$.
For each edge $(i, j) \in S_{T^{*}}$, it holds that $p_{i j} \leq T^{*}$.
Matching: at most one extra job per maschine.
$\Rightarrow$ total makespan $\leq 2 T^{*} \leq 2$ OPT
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