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Consider an optimal Steiner tree $B^{*}$.
Duplicate all edges of $B^{*}$.
$\Rightarrow$ Eulerian (multi-)graph $B^{\prime}$ with cost $c\left(B^{\prime}\right)=2 \cdot$ OPT.
Find a Eulerian tour $T^{\prime}$ in $B^{\prime} \Rightarrow c\left(T^{\prime}\right)=c\left(B^{\prime}\right)=2 \cdot$ OPT
Find a Hamiltonian path $H$ in $G[T]$ by "short-cutting" Steiner vertices and previously visited terminals.
$\Rightarrow c(H) \leq c\left(T^{\prime}\right)=2 \cdot$ OPT since $G$ is metric.
MST $B$ of $G[T]$ costs $c(B) \leq c(H) \leq 2 \cdot$ OPT
since $H$ is a spanning tree of $G[T]$.
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[Byrka, Grandoni, Rothvoß \& Sanità, J. ACM'13]
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The best known approximation factor for SteinerTree is $\ln (4)+\varepsilon \approx 1.39$

$$
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SteinerTree cannot be approximated within factor $\frac{96}{95} \approx 1.0105$ (unless $\mathrm{P}=\mathrm{NP}$ )
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## MultiwayCut
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Special cases:

$$
\begin{aligned}
& k=2: \text { Min } s-t \text { cut } \\
& k \geq 3: \text { NP-hard }
\end{aligned}
$$
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## Isolating Cuts

An isolating cut for a terminal $t_{i}$ is a set of edges that disconnects $t_{i}$ from all other terminals.

A minimum-cost isolating cut for $t_{i}$ can be computed efficiently:


Add dummy terminal $s$ and find a minimum-cost $s-t_{i}$ cut.

# Approximation Algorithms 

Lecture 3:<br>SteinerTree and MultiwayCut

Part VI:
Algorithm for MultiwayCut
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## For $i=1, \ldots, k$ :

Compute a minimum-cost isolating cut $C_{i}$ for $t_{i}$.
■ Return the union $\mathcal{C}$ of the $k-1$ cheapest such isolating cuts.

## In other words:

Ignore the most expensive one of the isolating cuts $C_{1}$
$\Rightarrow c(C) \leq\left(1-\frac{1}{k}\right) \sum_{i=1}^{k} c\left(C_{i}\right)$ because:
for the most expensive cut of $C_{1}, \ldots, C_{k}$, say $C_{1}$, we have

$$
c\left(C_{1}\right) \geq \frac{1}{k} \sum_{i=1}^{k} c\left(C_{i}\right) \text { by the pidgeon-hole principle. }
$$
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$$
A_{i}=\left\{u v \in \mathcal{A}: u \in \kappa_{i}, v \notin \kappa_{i}\right\}
$$

Observation. $\mathcal{A}=\bigcup_{i=1} A_{i}$ and $\sum_{i=1}^{k} c\left(A_{i}\right) \leq 2 \cdot c(\mathcal{A})=2 \cdot \mathrm{OPT}$.

Analysis Tight?
$K_{k}$

## Analysis Tight?

$K_{k}$


## Analysis Tight?

$K_{k}$


## Analysis Tight?



## Analysis Tight?



## Analysis Tight?



Analysis Tight?


## Analysis Tight?

$K_{k}$


$$
\operatorname{ALG}=(k-1)(k-1)
$$

## Analysis Tight?

$K_{k}$


$$
\operatorname{ALG}=(k-1)(k-1)
$$

## Analysis Tight?

$K_{k}$


$$
\operatorname{ALG}=(k-1)(k-1)
$$

## Analysis Tight?

$K_{k}$


$$
\operatorname{ALG}=(k-1)(k-1)
$$

## Analysis Tight?

$K_{k}$


$$
\begin{aligned}
& \mathrm{ALG}=(k-1)(k-1) \\
& \mathrm{OPT}=\sum_{i=1}^{k-1} i=
\end{aligned}
$$

## Analysis Tight?

$K_{k}$


$$
\begin{aligned}
& \mathrm{ALG}=(k-1)(k-1) \\
& \mathrm{OPT}=\sum_{i=1}^{k-1} i=\frac{k \cdot(k-1)}{2}
\end{aligned}
$$

## Analysis Tight?



$$
\begin{aligned}
& \mathrm{ALG}=(k-1)(k-1) \\
& \mathrm{OPT}=\sum_{i=1}^{k-1} i=\frac{k \cdot(k-1)}{2} \\
& \mathrm{ALG} / \mathrm{OP} T=
\end{aligned}
$$

## Analysis Tight?



$$
\begin{aligned}
& \mathrm{ALG}=(k-1)(k-1) \\
& \mathrm{OPT}=\sum_{i=1}^{k-1} i=\frac{k \cdot(k-1)}{2} \\
& \mathrm{ALG} / \mathrm{OP} T=\frac{2(k-1)}{k}=
\end{aligned}
$$

## Analysis Tight?



$$
\begin{aligned}
& \text { ALG }=(k-1)(k-1) \\
& \text { OPT }=\sum_{i=1}^{k-1} i=\frac{k \cdot(k-1)}{2} \\
& \text { ALG/OPT }=\frac{2(k-1)}{k}=2-\frac{2}{k}
\end{aligned}
$$

## Analysis Tight?



$$
\begin{aligned}
& \text { ALG }=(k-1)(k-1) \\
& \text { OPT }=\sum_{i=1}^{k-1} i=\frac{k \cdot(k-1)}{2} \\
& \text { ALG/OPT }=\frac{2(k-1)}{k}=2-\frac{2}{k}
\end{aligned}
$$

Can we do better?

## Analysis Tight?



$$
\begin{aligned}
& \text { ALG }=(k-1)(k-1) \\
& \text { OPT }=\sum_{i=1}^{k-1} i=\frac{k \cdot(k-1)}{2} \\
& \text { ALG/OPT }=\frac{2(k-1)}{k}=2-\frac{2}{k}
\end{aligned}
$$

Can we do better?
The best known approximation factor for MultiwayCut is $1.2965-\frac{1}{k}$. [Sharma \& Vondrák, STOC'14]

## Analysis Tight?



$$
\begin{aligned}
& \text { ALG }=(k-1)(k-1) \\
& \text { OPT }=\sum_{i=1}^{k-1} i=\frac{k \cdot(k-1)}{2} \\
& \text { ALG/OPT }=\frac{2(k-1)}{k}=2-\frac{2}{k}
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Can we do better?
The best known approximation factor for MultiwayCut is $1.2965-\frac{1}{k}$. [Sharma \& Vondrák, STOC'14]

MultiwayCut cannot be approximated within factor 1.20016 - $O(1 / k)$ (unless $P=N P$ ).
[Bérczi, Chandrasekaran, Király \& Madan, MP'18]

