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Questions/Tasks during the lecture
Most slides are due to Joachim Spoerhase, polishing \& colors are due to Philipp Kindermann - thanks!
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The DESIGN of APPROXIMATION ALGORITHMS

D. P. Williamson \& D. B. Shmoys:

The Design of Approximation Algorithms Cambridge-Verlag, 2011.
http://www.designofapproxalgs.com/

## Approximation Algorithms

„All exact science is dominated by the idea of approximation."

$$
(1872-1970)
$$
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■ Many optimization problems are NP-hard! (For example, the traveling salesperson problem.)

■ $\rightsquigarrow$ an optimal solution cannot be efficiently computed unless $\mathrm{P}=\mathrm{NP}$.

- However, good approximate solutions can often be found efficiently!
- Techniques for the design and analysis of approximation algorithms arise from studying specific optimization problems.
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- Set Cover via Greedy
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■ Steiner Tree via MST
- Multiway Cut via Greedy
- k-Center via Parametrized Pruning
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LP-based algorithms

- introduction to LP-Duality
- Set Cover via LP Rounding
- Set Cover via Primal-Dual Schema
- Maximum Satisfiability
- Scheduling und Extreme Point Solutions
■ Steiner Forest via Primal-Dual
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## Input: $\quad$ Graph $G=(V, E)$

Output: a minimum vertex cover, that is, a minimum-cardinality vertex set $V^{\prime} \subseteq V$ such that every edge is covered (i.e., for every $u v \in E$, it holds that $u \in V^{\prime}$ or $v \in V^{\prime}$ ).

"good" (5/4-) approximate solution
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Quality?
Problem: How can we estimate $\operatorname{obj}_{\Pi}(I, s) /$ OPT, when it is hard to compute OPT?

Idea: Find a "good" lower bound $L \leq$ OPT for OPT and compare it to our approximate solution.

$$
\frac{\mathrm{obj}_{\Pi}(I, s)}{\mathrm{OPT}} \leq \frac{\mathrm{obj}_{\Pi}(I, s)}{L}
$$
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The best known approximation factor for VertexCover is

$$
2-\Theta(1 / \sqrt{\log n})
$$

If $P \neq N P$, VertexCover cannot be approximated within a factor of 1.3606 .

VertexCover cannot be approximated within a factor of $2-\Theta(1)$ - if the Unique Games Conjecture holds.

# Approximation Algorithms 

Lecture 1:<br>Introduction and Vertex Cover

Part V:
An LP-based Algorithm for VertexCover
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ALG $=\sum_{v \in V(G)} x_{v}^{\prime} \leq 2 \cdot \sum_{v \in V(G)} x_{v}=2 \cdot$ OPT $_{\text {LP }} \leq 2 \cdot$ OPT $_{\text {ILP }}$
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